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A.  The Map Task: This is the first task, which 
proceeds input data and converts it into a 
specified of data, where special elements are 
crippled down into tuples (key/value pairs). 

B. The Reduce Task: This task proceedsthe 
output from a map responsibility as input and 
associate those data tuples into a minor set of 
tuples. The reduce task 
isconsistentlyimplement after the map task. 

Naturallyone and the other input and the output are 
saved in a file-system. The framework takes 
responsibility of appoint tasks, keep an eye on them 
and re-executes the decline tasks.The MapReduce 
framework be found in of aindividual master 
JobTracker and one slave TaskTracker per cluster-
node. The master is liable for resource authority, 
tracking resource utilization/time and appoint the 
jobs elemental tasks on the slaves, keep an eye on 
them and re-executing the aborted tasks. The slaves 
TaskTrackerfinish the tasks as controlled by the 
master and keep task-quality information to the 
master regularly.The JobTracker is a specific point 
of decline for the Hadoop MapReduce supply 
which means if JobTracker goes falling, all 
executing jobs are terminate.MapReduce is a 
processing approach and a program representative 
for distributed computing placed on java. The 
MapReduce algorithminvolvetwo critical tasks, 
especially Map and Reduce. Map proceeds a fixed 
data and converts it into additional set of data, 
where original elements are fragmented down into 
tuples (key/value pairs). Furthed, reduce task, 
which returns the output against a map as an input 
and join those data tuples into a lower set of tuples. 
As the arrangement of the term MapReduce 
suggest, the reduce task is regularly performed after 
the map job.Themain asset of MapReduce is that it 
is simple to rate data processing by different 
computing nodes. Under the MapReduce model, 
the data processing native are called mappers and 
reducers. Decomposing a data transformapplication 
into mappers and reducers is frequently nontrivial. 
But, once we compose an application in the 
MapReduce form, mounting the application to run 
mount hundreds, thousands, or even tens of 
thousands of tool in a chunk is merely a 
configuration change. This transparent scalability is 
what has appeal to many programmers to use the 
MapReduce model. 

 

Mapper and Reducer interfaces 

A. Mapper interfaces 

Mapper design input key/expensematch to a well-
set of intermediate key/expense match.Maps are the 
special tasks that convert input records into 
transitional records. The convert transitional 
records do not demand to be of the equivalent type 
as the input history. A given input pair can be 
authorized map to zero or countless output 
pairs.The Hadoop MapReduce framework hatch 
one map function for each InputSplit set up by the 
InputFormat for the activity.Overall, Mapper 
applications are develop the JobConf for the taskby 
theJobConfigurable.Configure(JobConf)approach 
and revoke it to load themselves. The framework 
then signal map(WritableComparable, Writable, 
OutputCollector, Reporter) for individual 
key/expensematch in the InputSplit for that project. 
Applications can then revoke the Closeable.close() 
method to execute any needencleanup.Output pairs 
do not demand to be of the equal category as input 
pairs. Ainclined input pair may map to zero or 
frequent output pairs. Output pairs are quiet with 
calls to 
OutputCollector.collect(WritableComparable,Writa
ble).Applications can need  the Reporter to report 
improvement, set application-level condition 
messages and restore Counters, or just pinpoint that 
they are conscious.All transitional values combine 
with a given output key are finally grouped by the 
framework, and reach to the Reducer(s) to resolve 
the final output. Users can rule the grouping by 
establish a Comparator by 
JobConf.setOutputKeyComparatorClass(Class).The 
Mapper outputs are categorize and then separated  
per Reducer. The entire number of separation is the 
equivalent as the number of reducefunction for the 
activity. Users can manage which keys (and hence 
evidence) go to which Reducer by resolving a 
procedure Partitioner.Users can freely define a 
combiner, byJobConf.setCombinerClass(Class), to 
achivelocal aggregation of the transitional outputs, 
which comfort  to cut down the chunk of data 
relocated from the Mapper to the Reducer. 
Thetransitional, sorted outputs are consistently 
stored in atransparent (key-len, key, value-len, 
value) pattern. Applications can rule if, and how, 
the transitional outputs are to be shrink and the 
abbreviate Codec to be recycledby the JobConf. 
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How Many Maps 

The number of maps is consistently driven via the 
total capacity of the inputs, that is, the absolute 
number of chunks of the input files.The legal level 
of parallelism for maps sound to be around 10-100 
maps per-node, whereas it has been firm up to 300 
maps for appropriate cpu-light map tasks. Task 
composition takes for a moment, so it is 
outstanding if the maps cut at least a minute to 
execute.Thus, if you forecast 10TB of input data 
and have a blocksize of 128MB, you'll wind up 
with 82,000 maps, withoutsetNumMapTasks(int) 
(which only hand over a hint to the framework) is 
recycled to set it parallel over. 

B. Reducer interfaces 

Reducer 

Reducer reduces aarranged of transitional values 
which dividend a key to a minor set of 
conscience.The count of reduces for the activity is 
set via the user 
byJobConf.setNumReduceTasks(int).Overall, 
Reducer operations aredevelop the JobConf for the 
appointmentviathe 
JobConfigurable.configure(JobConf) method and 
can revoke it to boot up themselves. The 
framework then calls reduce(WritableComparable, 
Iterator, OutputCollector, Reporter) method for 
individual <key, (list of values)> pair in the 
arranged inputs. Applications can then revoke the 
Closeable.close() method to achieve any needed 
cleanup. 

Reducer has 3 primary aspects: sort, reduce and 
shuffle. 

A. Sort:-The framework troops Reducer inputs 
via keys (since distinct mappers may have 
output the equivalent key) in this moment. The 
straggle and sort aspect occur concurrently; 
while map-outputs are being produce they are 
merged. 

B. Secondary Sort:-If agreement rules for 
grouping the transitional keys are needed to be 
distinct from those for organization keys 
before reduction, then one may indicate a 
Comparator by 
JobConf.setOutputValueGroupingComparator(
Class). After 
allJobConf.setOutputKeyComparatorClass(Cla

ss) can be recycled to rule how transitional 
keys are organize, these can be used in 
agreement to affect insignificant sort on 
values. 

C. Reduce:-In this aspects the 
reduce(WritableComparable, Iterator, 
OutputCollector, Reporter) method is called 
for individual <key, (list of values)> pair in the 
organized inputs.The output of the reduce 
function is customarily written to the File 
System 
byOutputCollector.collect(WritableComparabl
e, Writable). 

D. Shuffle:-Input to the Reducer is the separate 
output of the mappers. In these aspects the 
framework obtains the applicable partition of 
the output of all the mappers, over 
HTTP.Applications can need the Reporter to 
report development, set application-level 
quality messages and update Counters, or just 
point out that they are conscious.The output of 
the Reducer is not separate. 

How Many Reduces 

The legal number of reduces look to be 0.95 or 1.75 
multiplied by (<no. of nodes> * 
mapred.tasktracker.reduce.tasks. ultimate). With 
0.95 all of the reduces can dispatch instantly and 
start transforming map outputs as the maps 
accomplishment. With 1.75 the rapid nodes will 
accomplish their first round of reduces and dispatch 
a second stream of reduces doing a much better 
task of load adjust. Developing the number of 
slashboost the framework overhead, but inflation 
load stabilize and decreased the cost of 
collapse.The mounting factors above are kind of 
less than perfect numbers to inventory a slight 
reduce channel in the framework for speculative-
tasks and declined tasks. 

Reducer NONE 

It is legal to confirmed the number of slash-tasks to 
zero if no contraction is crave.In this case the 
outputs of the map-tasks go straight to the 
FileSystem, into the output direction set via 
setOutputPath(Path). The framework does not set 
the map-outputs sciencescript them out to the 
FileSystem.  
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V. TERMINOLOGY 
A. MasterNode: - Node where 

JobTrackerruchand which obtain 
taskinquiryfrom clients. 

B. Mapper - Mapper maps the input 
key/value pairs to a set of intermediate 
key/value pair 

C. Task - An execution of a Mapper or a 
Reducer on a slice of data. 

D. PayLoad - Applications implement the 
Map and the Reduce operation, and form 
the core of the job. 

E. Task Attempt - A particular instance of an 
attempt to execute a task on a SlaveNode. 

F. JobTracker - Schedules jobs and tracks 
the assign jobs to Task tracker. 

G. NamedNode - Node that manages the 
Hadoop Distributed File System (HDFS). 

H. SlaveNode - Node where Map and Reduce 
program runs. 

I. Task Tracker - Tracks the task and reports 
status to JobTracker.. 

J. DataNode - Node where data is presented 
in advance before any processing takes 
place 

K. Job - A program is an execution of a 
Mapper and Reducer across a dataset. 
 

VI. Advantages of Hadoop 
A. Prevent hardware failure. 
B. Servers can be combined or detached from 

the chunk dynamically and Hadoop extend 
to operate without interruption. 

C. Understand what people think about your 
company. 

D. Find your ideal prospects. 
E. Hadoop does not build on hardware to 

contribute fault-tolerance and high 
availability (FTHA), rather Hadoop library 
itself has been designed to detect and 
handle failures at the application layer. 

F. Another big benifit of Hadoop is that aside 
from being open source, it is suitable on 
all the platforms since it is Java based. 

G. Analyze life-threatening risks. 
H. Identify warning signs of security 

breaches. 
I. Hadoop framework allows the user to 

quickly write and test distributed systems. 
It is efficient, and it automatic distributes 
the data and workbeyond the machines 

and in turn, appropriate the hidden 
parallelism of the CPU cores. 

J. Gain insight from your log files. 
K. Understand when to sell certain products. 
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