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Abstract — in this paper we present an efficient and 

fair fault-tolerance in ring topology to recover from 

token loss situation. We have two requirement in 

fault tolerance in ring topology (i) safety: of course 

one node at most can use the shared link (ring) to 

send data at the same time (ii) livens : a node 

requests to use the ring will eventually succeed. The 

proposed solution requires feedback from every 

other node to recover from token loss. The general 

idea in this paper is to enhance fault tolerance in 

ring topology by using queue for each node and 

timestamp to handle multiple requests when one of 

nodes uses the ring while another nodes are waiting. 
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I. INTRODUCTION 

There are several kinds of topologies that are used 

in networks system where topologies show how the 

nodes connected to each other in a physical manner. 

Ring topology is one of these topologies, this kind of 

topologies is relatively easy to install and 

reconfigure, but has several problems. The most 

critical problem is the token loss, when one of the 

connected nodes try to send data frames by the 

shared link (ring). In fact, the node will not be able 

to send its own data only if it has a permission to use 

the shared link, so the problem comes from the 

possibility of losing the token from last node that 

used it, where such failure inevitably will causes 

token loss.  

Stations on a token ring LAN are logically 

organized in a ring topology with data being 

transmitted sequentially from one ring station to the 

next one with a control token, which is circulating 

around the ring [1], [2]. 

Physically, a token ring network is wired as star 

with 'hub' and arms out to each station and the loop 

gang out-and-back through each [3], [4]. 

Each station passes or repeats the special token 

frame around the ring to its nearest downstream 

neighbour, this token passing process is used to 

arbitrate access to the shared link. Stations that have 

data frames to transmit must first acquire the token 

before transmission process [5], [2]. 

In case when there is no station would like to 

transmit data frames, a special token frame circulates 

the loop using repeated token from station to station 

until arriving a station that needs to transmit data, 

which is at this moment converts the token frame 

into a data frame to begin transmission process. 

After receiving the data frames by the targeted 

station, the sender station releases the token by 

converting it back into a token frame to be used by 

another station. If any error occurs during the 

transmission due to no token fame or the presence of 

more than one, a special station referred to as the 

active monitor, detects the error and reinsert token as 

necessary [6], [7]. 

II. RELATED WORK 

Mishra and Srimani [8] algorithm uses the 

concept of circulating a privilege message (token) 

among the sites. Nodes use timeout and probe 

messages to detect failure of the current token holder. 

Their method can deal with only one node failure at 

a time and have a very high message complexity. In 

Chang algorithm [9] an election algorithm is used to 

generate a new token when token is lost.  

Singhal’s method [10] for handling site and link 

failures maintains and uses state information about 

other sites for acquiring token. This has the 

drawback of possible loss of messages or token [11]. 

 In Nishio algorithm [12] when a site detects 

token loss, it requires a positive acknowledgment 

from every other site to generate a new token. This 

results in very high waiting time in the presence of 

site or link failures. Moreover, due to false token 

loss detection, there is a possibility of deletion of the 

token from the system.  

Sopena algorithm [13] uses an election algorithm 

to generate a new token when token is lost, which 

introduces extra overhead. 

 Manivannan  token-based fault-tolerant ME 

algorithm can recover from loss of token by 

allowing the failed site after getting token to be 

repaired within a finite period of time [14], [15].  

The Enhancing Fault-tolerance in a Distributed 

Mutual Exclusion Algorithm by Reddy el. [16] base 

on generating the lost token in a finite time and 

applies Round Robin. 

III. DISCUSSION 

In ring topology there are several problems such 

as: lack of scalability, low speed of data …etc., [1], 

[17], [18],  in this work we will focus on the most 

important problem which is the loss of token [3], [19] 

when it released from the latest node in order to 
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reach another nodes that have a high priority. This 

we tend to achieve by the following assumptions: 

 Assigning a queue to each node to handle 

multiple requests. 

 Using timeout (timestamp) as indicator of 

priority. 

 Using special token format consists of indexes, 

queue information and a counter. 

Let’s assume the default format of token to be as 

follows: 

 
Where  

 indexes for all nodes where each 

index only can be assigned either 1 or 0 

(0 means the nodes did not use the ring 

while 1 means the nodes was used the 

ring).  

  used as a counter for total usage of the ring 

by the node.  

   used for requests from other nodes. 

 

The proposed model bases on the fact that each 

node in the token-ring topology that want to send 

data can be transformed into  an active monitor and 

each one also has a queue in order to handle multiple 

requests from other nodes that want to transmit data 

frame, timeout (Timestamp) for detecting token loss 

and a copy of a token. The model also takes into 

consideration that: (1) any node or communication 

link may fail (2) token could be lost; because of link 

or node failure. Fig. 1 represents the basic idea. 

 

IV. EXAMPLE OF USAGE 

If  wants to send its own data, at the 

beginning it sends a request message containing its 

current time  to all other nodes, when 

receives the request, it should check two 

conditions: 

 If it has an idle token 

 The priority of the request (known from the 

implied time stamp) 

If both conditions are satisfied (as in this case the 

request of  has a highest priority) then token is 

sent to , otherwise,  queues up   request 

and sends it back  (acknowledge). After 

finishing its current uninterruptible job,  will 

return back to  by sending the queue information 

with the token data structure and clear its queue. 

Fig. 2 shows the sequence of steps involved in the 

ring when there is no failure:  

 In the beginning the token in  seems as 

follows: . 

 ,  also want to send their own data by 

sending request message to all other nodes. 

 After receiving  and  request,  

queues up the request ordered by timestamp 

 When finishes, it will send the token: 

 to  because it's 

timestamp is lower than  timestamp (high 

priority) 

 After that,  will receive the token and push  

 into its own queue in order to send the 

token. 

In case of node failure, if   does not receive 

the token within a timeout period, it sends 

 message to all other nodes and 

as a response, all non-faulty nodes will send a reply 

message   before expiration of 

 timer. 

From those received replies within the time,  
comes to know that  has the most recently token. 

This information can be found by maintaining a 

token (copy to all sites and keep the updated copy 

through token passing). Finally  will generate 

and send a token to , if  will not receive the 

token with in another timeout period (this could be 

as a result of failure of node or message loss), then it 

will send    message to every 

other site to repeat the token generation process. 

 

Fig. 3 shows the sequence of steps in presence of 

failure: 

 failed after it has finished with token: 

, while  is trying 

to send its own data  after timestamp period. 

  sends    to all 

other nodes and in reply all non-faulty 

nodes send their own token-copy 

information.  

 The last value of token before the failure has 

occurred was . 

 So  will inform  to generate a new 

token and send it back. 
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Fig 1: The proposed model of token-ring topology 

 

 
 

Fig 2: Sequence of steps with no failure 
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Fig 3: Sequence of steps with failure 

 

V. CONCLUSIONS 

The proposed solution gives improved performance 

to recover from token-loss which is considered the 

main and critical problem in token ring topology. In 

token ring topology any random unexpected failure in 

any node or link will inevitably lead to token-loss 

problem, thus because of the impossibility of 

expecting all the errors that may occur, this makes the 

issue of preventing token-loss problem is costly and 

ineffective, so we went to the alternative solution to 

such problem. 

In this work we have used a special token format 

consisting of indexes, queue information and a counter, 

also we have assigned a queue to each node to handle 

multiple requests, besides a timestamp to indicate 

request priority.   In general, our solution shows 

superiority over other similar solutions related with 

mutual exclusion condition to solve critical section 

problem. 
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