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Abstract— In recent years due to the rapid development of e-
business, there is huge demand for application that based on web 
services. Web services are chosen not only on the basis of 
functionality but also based on non functional properties (NFP) 
called quality of service (QoS). Among the NFP’s performance is 
key factor used to distinguish one web service from other having 
same functionality. Researches related to web service 
performance are very less compared to other research area in 
web service like ontology and web service composition. 
Researches related to web service performance are mainly 
focusing on comparing available web service implementation 
platforms. Since performance factors of web service are 
depending deployment environment, if a web service is deployed 
in an Infrastructure as a Service (IaaS) cloud which is offering a 
Distributed, dynamic and a flexible deployment platform, the 
performance of web service may increase. In this work we are 
comparing the performance of web service deployed in an IaaS 
cloud and traditional deployment model. 
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I. INTRODUCTION 
A web service is a software application that uses slandered 

internet protocols such as SOAP, WSDL and UDDI to 
communicate with other web services [20]. Simple Object 
Access Protocol (SOAP) an XML based messaging protocol 
working on top of HTTP protocol plays a key role in 
interaction between web service, its publication and discovery. 
The functionality, data types and binding used by web service 
is described using an XML based language called Web 
Service Description Language (WSDL). An UDDI Server is 
the Web Services registry that allows users to register and 
search for Web Services. 

The properties of web service like modular, programming 
language and platform independence, loosely coupled and 
self-describing nature attracts developers for developing 
highly distributed business application over the internet. Since 
web services are used by many applications in internet in large 
scale researches related web service particularly related to the 
performance of web service, has become more important.  

Performance of web service is measured in terms of Non 
Functional Property (NFP). Most commonly used NFP are 
performance matrices such as response time, throughput and 
other matrices such as security, reliability and availability. 
NFP are properties that do not depend on the functionality of 

web service but it depends on service deployment 
environment. [need a reference] Researches related web 
service performance is mainly concentrating on web service 
implementation platforms and some of them are discussed in 
section II. Apart from implementation platform deployment 
environment also affect the performance of web service. This 
works compare the performance of web service in tradition 
deployment environment and cloud based deployment 
environment.  

Cloud computing is an evolutionary technology that 
provides computing power, middle ware, and business logic as 
a service over internet. It automate the installation and running 
of application with the help of virtualization technology.  
According to NIST cloud computing is a model that allows 
users to access a shared pool of configurable computing 
resources such as hardware network, storage, applications, and 
services on demand. These computing resources can be 
rapidly provisioned and released with moderate effort and 
without service provider interaction. Cloud provides three 
types of services, Software as a Service (SaaS), Platform as a 
Service (PaaS) and Infrastructure as a Service (IaaS) [21]. 

Since provisioning and running a server image is fast and 
easy in IaaS cloud web services hosted in IaaS cloud can scale 
up and scale down quickly. Distributed, dynamic and virtual 
nature of cloud gives more flexibility in the web service 
deployment environment. The advantage of hosting web 
service is that the web service developer and that service 
provider need not worry about the infrastructure. All 
networking and infrastructure related issues will be managed 
by cloud service provider. 

Rest of this paper is organized as follows. Section II will 
describe the related works. Section III briefs Experimental 
Computer Science. Section IV is discussing about factors 
determining Web Service Performance. Section V gives an 
over view of our experimental setup and Section VI conclude 
the paper by presenting the evaluation results. 

II. RELATED WORKS 
The main objective of this paper is to compare the 

performance of web service in cloud and traditional 
deployment environments. In recent years several works 
related to the performance of web service has been carried out 
with respect to different aspects of web services. Some of these 
works are listed below. 



International Journal of Computer Trends and Technology (IJCTT) – volume 4 Issue 6–June 2013  
 

ISSN: 2231-2803                        http://www.ijcttjournal.org  Page 1590 
 

E-learning is a modern type education which is offering a 
better educational platform than traditional learning 
mechanisms. In [1] Abdulmotaleb El Saddik addresses the 
scalability and performance measurement of web service based 
multi-tier e-learning system called UbiLearn. UbiLearn is a 
distributed learning portal implemented in Java. In this work 
they detailed the architecture and implementation data flow of 
the application. They used an intelligent test agent named 
TestMaker provided by PushToTest for the performance 
testing and found out that when number of users access 
UbiLearn web service increases through put of the service 
decreases and number of error response increases. In this work 
authors are using only one web service to do the performance 
testing and the deployment environment they used traditional 
deployment environment.   

Most of the web services are implemented using J2EE or 
Microsoft .NET platform [23]. PHP a well known server side 
scripting language has officially supported SOAP messaging 
since version five with the aid of C-based built-in library.  In [2] 
authors studied quantitative and qualitative aspects of PHP 
based web service while comparing it with web service 
implemented in Java and C.  A performance comparison is 
done with different combination of web servers and a stock 
quote web service implemented in PHP, Java and C. Authors 
reports that PHP as a web service engine performs 
competitively with Axis2 Java for web services involving 
small payloads, and greatly outperforms it for larger payloads. 
Like previous work [1] this work is also focusing on 
implementation platform. 

Researches that combine the performance evaluation based 
on QoS and web service composition architecture are very less. 
In [3] authors developed prototype architecture named 
WSARCH (Web Services Architecture) that incorporates 
quality of service attributes. WSARCH introduced a new way 
of evaluating performance of web service and improved 
existing service discovery solution by incorporating of QoS 
metrics for ranking matches. 

Most of the existing research works on web service 
performance are based on network level matrices and none 
consider users' experience. In [4] authors presented an end to 
end Web Service Evaluation System (WSES). WSE can 
accurately measure both network performance matrices and the 
quality of Web Service with special evaluation methods from 
users' viewpoint. The data presented in this work is from real 
implementation of the proposed system. WSES offer a 
complete evaluation solution which allows ISPs to monitor and 
evaluate the performance of network and Web Service 
effectively and promptly. 

Cloud computing is an evolutionary technology that 
provides computing power, middleware and business logic on-
demand with high availability and pay-as-you-go pricing 
model. However, to choose cloud computing to deploy mission 
critical applications and scientific program, all aspects such as 
cost and performance trade-offs should be analyzed. In [5] and 
[6], authors conduct an experimental research to discover 
performance of data-intensive applications in cloud. In [5] 

authors also discussed method of calculating Cloud and local 
resources costs. 

Since QoS become an important factor in distinguishing 
web services having same functional behavior many research 
relating to QoS aware web service selection were came up in 
recent years. References [7], [8], [9], [10] are about QoS aware 
web service selection. 

III. EXPERIMENTAL COMPUTER SCIENCE 
Our methodology of evaluation related to the field of 

experimental computer Science [19]. Experimental computer 
science conform the theory prediction and find new 
phenomena with the help of experiments. An experimental 
computer science contain following steps an observation, a 
hypothesis and experimental test.  

In computer science observation means the measurement of 
real system excluding the simulation. Measurement is the 
concrete basis of observation and main challenge of 
measurement in computer science is matrices. A measured 
observation will lead to a model which is the generalization of 
the result [19]. To verify whether the model is correct 
generalization we have to make hypothesis about the model 
and to turn the hypothesis in to knowledge it has pass the 
experiments. In this work our hypothesis is that when a web 
service is deployed in cloud its performance factors such a 
throughput and response time will increase compared to the 
traditional deployment model. To have solid proof we perform 
the same test in standard deployment model and cloud 
deployment model. 

IV. WEB SERVICE PERFORMANCE FACTORS 
Performance of a web service represents how fast a service 

request can be served by the web service [11]. Performance of 
an application or web service can be measured in terms of 
throughput and response time. These performance factors 
(throughput and response time) are sub quality factors of 
Service Level Measurement quality. Service Level 
Measurement quality is a set of quantity factors which 
describes the runtime behavior of web service in consumers 
view. More details about other sub quality factors of Service 
Level Measurement quality and other Quality factors are listed 
in [12]. In this work we are focusing on quality factors 
describing the performance of web service, that is throughput 
and response time. 

A. Throughput of a web service 
Throughput of web service represents the number of 

service request that a web service can complete in a given 
period of time. Through put can be used as a performance 
index to evaluate web service provider. Throughput of web 
service can be measured using following formula  

   
  

Number of request processedThroughput
time to process

  

B. Response time of web service 
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Response time of a web service is the time duration from 
sending the request to the web service to receive the response 
from the web service. The value of response time depends on 
where it is measured. Since we are focusing on measuring the 
performance change in web service in view consumers we 
measure the response time at service requester entity. Response 
time is also vary depending on the latency in client, network 
and server. Since both of our deployment platform are in same 
network latency is same, client latency also same because we 
are using same client to send request to both deployment 
model.  Server latency will vary in our experimental setup.  

Response time of q web service can be measured using the 
following formula 

 
 Re    -   Throughput sponsecompletion time User request time  

 
Here user request time is the time when user sends the request 
and response completion time is the time when last bit of data 
from the response received. 

V. EXPERIMENTAL SETUP 
Our experimental setup is shown in Fig 1. Each component 

in experimental set is discussed below. 

A. IaaS cloud solution 
Prior to this work we done a survey on open source cloud 

computing solutions [13] and based on this survey we chosen 
Eucalyptus as cloud solution to implement our project. 
Eucalyptus is an open source cloud computing platform for 
implementation of on-premise infrastructure as a service 
clouds. Using eucalyptus an organization can create private, 
infrastructure as a service cloud with no retooling of existing 
IT infrastructure [14]. The Eucalyptus (IaaS) platform has 
Amazon Web Services (AWS) [15] compatible API, allowing 
support for hybrid IaaS clouds. 

Main components of Eucalypts cloud are: Cloud Controller 
(CLC), Walrus, Cluster Controller (CC), Storage Controller 
(SC), Node Controller (NC) and an optional VMware Broker 
(Broker or VB). Other than the VMware Broker, each 
component is a stand-alone web service. Discussing the 
functionality of each component is out of scope of this paper 
and more details about each component can be obtained from 
[13] and [14]. In our experimental setup we installed CC, SC, 
Walrus, and CLC in a single machine and NC in separate 
machines. The system configurations of machines that we used 
are given in Table1.   

Figure 2 shows a detailed view of Node controller. We are 
using KVM hypervisor as virtualization software. A load 
balancer is used to map the load between the virtual servers. 
The load balancer can be implemented inside the cloud or 
outside the cloud. We a added Microsoft web farm frame work 
version 1 module to balance load between IIS servers. The load 
balancing algorithm we used is weight total traffic with even 
distribution.  Since provisioning and running a server image is 
fast and easy in IaaS cloud web services hosted in IaaS cloud 
can scale up and scale down quickly. Table 3 shows the 

measurement of VM boot times in our experimental 
environment. The method to measure boot timing of virtual 
machine is discussed in [16].  

 

 
Fig. 1.  Experimental Setup. 

 

 
Fig. 2.  Node controller setup. 

B. Bench Mark 
Bench mark is used to assess the relative performance of 

applications [24]. A benchmark must model typical application 
scenario so that the result from tests with a benchmark can 
serve as a general recommendation for the performance of a 
particular system configuration when the real application is 
deployed on it.  
WSTest is a Web Service benchmark created by Sun 
Microsystems and augmented by Microsoft [17]. The 
benchmark tests various web service operations across varying 
SOAP object sizes. WSTest 1.1 consists of 4 distinct web 
service methods. They are 
EchoVoid – sends and receives an empty message. 
 EchoStruct –receives an array of any length as the input 
parameter with each element consisting of a structure. The list 
is then sent back to the client as the return type. The repeating 
structures within the list contain one element each of type 
integer, float and string data types. 
EchoList-sends and receives a linked list of any size, each 
element consists of the same structure used in EchoStruct. 
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EchoSynthetic- Sends and receives string and complex 
parameter (struct).  

TABLE I 
SYSTEM CONFIGURATION 

Device name Hardware Software 

Cloud Controller 

Intel Core i3 Processor 
4GB RAM 
500 GB HDD 
100 MBPS Ethernet Card 

Ubuntu 12.04 
LTS 
Eucalyptus 3.1- 
Cloud controller 
Cluster 
controller 
Storage 
controller 
Walrus 

Node Controller 1 

Intel Core i3 Processor 
4GB RAM 
500 GB HDD 
100 MBPS Ethernet Card 

Ubuntu 12.04 
LTS 
Eucalyptus 3.1- 
Node Controller 

Node Controller 2 

Intel Core i7 Processor 
4GB RAM 
500 GB HDD 
100 MBPS Ethernet Card 

Ubuntu 12.04 
LTS 
Eucalyptus 3.1- 
Node Controller 

Standard deployment 
System 

Intel Core i3 Processor 
4GB RAM 
500 GB HDD 
100 MBPS Ethernet Card 

Microsoft 
windows Sever 
2008 
IIS Server 7 

Client System 

Intel Core i3 Processor 
4GB RAM 
500 GB HDD 
100 MBPS Ethernet Card 

Microsoft 
Windows 7 
Apache JMeter 

 
GetOrder – this function simulates a request for a complete 
purchase order, taking two integer input parameters with an 
order object returned from the Web Service over SOAP. The 
order object is a more complex structure that includes order 
header information, a customer sub-class with shipping address 
and billing address structures, as well as any number of line 
item objects. For this test, the web services return exactly 50 
line items for each request as part of the returned order object. 

 
TABLE II 

VM BOOT TIME ANALYSIS 

Type OS Image  OS Image 
Size (GB) 

Average VM 
start-up time 
(sec) 

m1. xlarge Windows Server 
2008 15 336 

m1.small Fedora 4.5 39 

 
TABLE III 

VM TYPES USED IN OUR STUDY 

Type CPU  RAM Disk 
m1.small 1 128 5 
c1.medium 1 256 5 
m1.large 2 512 10 
m1.xlaarge 2 1024 20 
c1.xlarge 4 2048 20 

 

C. Measurement tool 

There are several varieties of tools available to perform 
load and stress test on web servers [25]. Existing Web Server 
load testing tools ignore the real characteristics of the practical 
running and accessing environment of a web service, which 
leads to inaccurate test results. Load testing of web services 
should be done by sending valid SOPA message to the service 
and then analyzing the results. The testing tool must be not 
only able to generate SOAP messages but also able to create a 
situation similar to the concurrent access of thousands of users. 
Apache JMeter [18], Manage Engine QEngine [26] , IBM 
Rational Performance tester [27] are tools that can create 
several threads simultaneously .In this work we used Apache 
JMeter which is an open source Java application  to load test 
WSTest. Using thread group of Apache JMeter used to set the 
number of users, how often the users should send requests, 
and the how many requests they should send. With the help of 
the sampler named Web Service(SOAP) Request [28] we can 
add web service SOAP request that we need to send to the 
server for performance testing from the WSDL file. Results 
can be captured using listener object in JMeter [18]. 

VI. EXPERIMENTAL RESULT ANALYSIS 
Figure 4 shows the result for throughput for all benchmark 

web service in traditional deployment model, cloud with single 
virtual machine (VM) and cloud with multiple virtual 
machines. A web service’s throughput will increases as the 
number of users’ increases and reaches a stabilization point 
and beyond that point throughput decreases very slowly when 
number of users increases [29]. We used stabilization 
throughput value to produce graphs shown in Fig 4. The results 
shows that throughput is almost same in cloud with single VM 
and traditional model, even though the configuration of VM 
(m1.xlarge) is very. This shows that traditional deployment 
model is inefficient and it is wasting lot of resources. When we 
add multiple VMs the throughput increases more than 50%. 
Since in cloud provisioning of images takes very less time 
(Table II) and it is having automatic provisioning capability, 
web service deployed in cloud can have higher throughput than 
traditional one.  

 
Figure 5 shows the result of response time for all 

benchmark web service in traditional deployment model, cloud 
with single virtual machine (VM) and cloud with multiple 
virtual machines. 

Response time increases when number of users increases. 
That if there are more users then the server has to handle all of 
them [29].  Our analysis shows that response time of web 
service deployed in cloud with multiple VM is very less 
compared to traditional deployment model. Response time of 
cloud with single VM and traditional deployment model are 
almost same. Compared to all other web services response time 
of echovoid() is very less. Possible reason is time for sending 
and receiving an empty message will be very less. 
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Fig. 3.  Throughput measurements. 

 
Fig. 4.  Response time measurements. 

 

VII. SUMMARY AND FUTURE WORK 
In this work we introduced a method for deploying web 

service in cloud computing environment and we compared the 
performance of web service in both deployment platforms. 
We evaluated only .NET web services in windows platform. 
In future works we will evaluate performance and other NFPs 
of web services developed in all the available platforms. 
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