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Abstract —Medical image mining is one of the most 

rewarding and challenging field of application in data 

mining and knowledge discovery. Soft computing is a 

consortium of methodologies that provides flexible 

information processing capability. Its aim is to exploit 

the tolerance for imprecision, uncertainty, 

approximate reasoning, and limited truth in order to 

achieve tractability, robustness, and low-cost 

solutions. Soft computing techniques such as fuzzy sets, 

neural networks, genetic algorithms, and rough sets 

are most widely applied for image mining. This paper 

presents a review on various papers on medical image 

mining using soft computing techniques and related 

issues were discussed and listed which can be 

resolved suitably using soft computing techniques.  

Keywords — Soft Computing, Fuzzy Sets, Neural 

Networks, Image Mining. 

I. INTRODUCTION  

Image mining is a vital technique which is used to 

mine knowledge straightforwardly from image as 

shown in the Figure 1. It is an interdisciplinary field 

that integrates techniques like computer vision, image 

processing, data mining, machine learning, data base 

and artificial intelligence that goes beyond the 

problem of retrieving relevant images [1], [2]. Image 

mining is an extension of data mining in the field of 

image processing which handles with the hidden 

knowledge extraction, image data association and 

additional patterns which are not clearly gathered in 

the images. Computer power and medical scanner data 

alone are not enough. It is necessary to extract the 

required boundaries, surfaces, and segmented volumes 

these organs in the spatial and temporal domains. 

Image segmentation is essentially a process of pixel 

classification, wherein the image pixels are segmented 

into subsets by assigning the individual pixels to 

classes.   
 

 

 

 

 

 

 

 

 
 

Figure 1: Image mining process 

Image mining process involves the fundamental 

steps such as retrieving suitable image from the 

database whose features to be extracted, image 

processing, image transformation, image feature 

extraction, image mining, image interpretation and 

evaluation and knowledge discovery. Due to the rapid 

growth of medical data, it has become necessary to 

use data mining techniques such as classification and 

clustering to help decision support and predication 

systems in the field of healthcare and also helps to 

prepare some methods for diagnosis, prognosis, 

decision making. Medical image mining is the most 

rewarding and challenging field of application in data 

mining and knowledge discovery. The reason for 

challenging is due to the data sets of huge, complex, 

diverse, hierarchical, time series and varying in quality. 

As the available healthcare datasets are fragmented 

and diffused in nature, thereby making the process of 

data integration is a highly challenging task [16],[17]. 

Medical imaging techniques such as X-ray, computed 

tomography (CT), magnetic resonance imaging (MRI), 

positron emission tomography (PET), ultrasound 

(USG), etc. are indispensable for the precise analysis 

of various medical pathologies. 

 

Clustering technique is the unsupervised 

classification of images into groups. The different 

methods of clustering are used to extract the useful 

patterns. The selection of data and methods for 

clustering is an important task in medical diagnosis 

and needs the knowledge of the domain. Each 

clustering is suitable for some medical applications. 

An efficient clustering method should be selected that 

suits desired task [3], [26]. Classification technique is 

a supervised learning problem which classifies a data 

item into one of several predefined categorical classes. 

In a medical domain the supervised dataset contains 

past patient information with a disease based on the 

patient’s symptoms. The fundamental objective for 

carrying out image classification or clustering in 

medical image mining is to acquire content 

information the users are interested in from the image 

group label associated with the image. [4], [29]. 

In this paper, we present a survey on medical 

image mining using soft computing techniques. 

Organization of the rest of this article is as follows. In 

section II we have performed the literature review. In 

section III we have highlighted the related issues of 

the medical image mining. In section IV we present 

the proposed methodologies to carry out the brief 

analysis of the reviews performed in section II and III. 

Finally in section V we conclude the paper with the 

remarks, that applying soft computing methods on 

medical images helps the analysis easy and supports to 

prepare some methods for diagnosis, prognosis and 

decision, which inturns makes the health care system 

more accurate and efficient.  
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II. LITERATURE REVIEW 

Here, the reviews on various image mining 

techniques that are carried out earlier are described 

briefly. In paper [20], the work done combines some 

ideas of image segmentation into content based image 

classification. The concept of image segmentation for 

medical images using techniques of clustering is being 

proposed. It is concluded that for the clustering of 

image data, fuzzy k-means is better than k-means by 

increasing the fuzzy factor and takes lesser time to 

cluster the images. In paper [21], various data mining 

techniques employed for medical data mining are 

discussed in paper [22]. Comparison of various 

classification techniques that are implemented for the 

x-ray images and various related methods that are 

used to classify and indexed x-ray images are 

discussed. It is concluded that Quality and speed of 

retrieving medical images from large collections of 

databases are more important and essential for the 

better functioning of health organizations. In paper 

[23], the Medical Image Segmentation and 

classification of segmentation methods are discussed. 

It is noted that Region classification is an essential 

process in the visualization of brain tissues of MRI. 

Segmentation and characterization of Brain MRI 

image regions using self organizing map and neuro 

fuzzy techniques to automatically extract tumour 

region of brain. In paper [24], to identify high active 

neuron analysis for Lysosomal storage disorder (LSD), 

k-means clustering is applied and it is noted that the 

MRI cluster analysis of the communication of neuron 

process will increase the speed. The density based as 

well as hierarchal clustering algorithms are compared 

for high active neurons for the further mapping 

process. In paper [25], an overview of different 

methods used to extract the Image features and 

different mining techniques applied on it are discussed. 

Mining techniques aim at reducing the time of 

searching and can be effectively used by combining 

different algorithm and concepts. In paper [14], 

Decision tree based image processing and image 

mining technique were projected. Pixel-wise image 

characteristics were extracted and changed into a 

database which permits a variety of data mining 

algorithms to make explorations on it. In paper [26], 

different clustering techniques and their advantages 

and drawbacks are discussed. In paper [27], bacterial 

image classification for all types of bacteria and color 

segmentation has been done with histogram 

thresholding. The morphological features like erosion, 

reconstruction and dilation with binarization and 

thresholding has been done for the edge detection 

using freeman contour. SOM and k-means have been 

used for clustering of bacteria. This method will assist 

the doctors in deciding the intensity of the diseases or 

infection that can save critically ill patients. In paper 

[28], various clustering techniques and parameter are 

discussed. The shortcoming of k-means clustering 

algorithm to find optimal k value and initial centroid 

for each cluster is discussed and validity of N-cut 

algorithm, mean shift algorithm and M-step algorithm 

is discussed for overcoming the shortcoming of k-

means algorithm [34]. In paper [29], data mining and 

statistical techniques used in medicine are discussed. 

This paper deals on the application of data mining for 

skin diseases. Diagnosis of erythemato-squamous 

diseases is worked using dermatology datasets. In 

paper [30], various clustering techniques applied in 

data mining are presented. It is identified two major 

drawbacks that influence the feasibility of cluster 

analysis in real world applications in data mining 

includes the inefficiency of clustering algorithms on 

handling arbitrarily shaped clusters in extremely large 

datasets directly impacts the effect of cluster 

validation and very high computational cost of 

statistics-based methods for assessing the consistency 

of cluster structure between the sampling subsets [35]. 

 

III.  RELATED ISSUES 

In the literature review of the various medical 

image mining, some issues were observed which is 

depicted as below. 

 The real world images usually contain missing, 

inaccurate, noisy or inconsistent data. 
 The imperfect data from real world images. 

 Negatively impact on pattern discovery 

and results obtained are not trustworthy 

 Increase the chances of discovering 

spurious patterns. 

To overcome the above mentioned issues soft 

computing techniques can be employed. 

 

IV.  PROPOSED METHODOLOGIES 

 

Soft computing is a consortium of methodologies 

that provides flexible information processing 

capability [4]. Its aim is to exploit the tolerance for 

imprecision, uncertainty, approximate reasoning, and 

partial truth in order to achieve tractability, robustness, 

and low-cost solutions [1]. The role model for soft 

computing is the human mind. The guiding principle 

of soft computing is: Exploit the tolerance for 

imprecision, uncertainty, partial truth, and 

approximation to achieve tractability, robustness and 

low solution cost. Soft computing may be viewed as a 

foundation component for the emerging field of 

conceptual intelligence. Few soft computing tools are: 

Fuzzy Systems, Neural Networks, Evolutionary 

Computation, Machine Learning and Probabilistic 

Reasoning. 

 Soft computing is a collection of methodologies 

that 

 Exploit the tolerance for imperfection and 

uncertainty. 

 Provide capability to handle real life 

ambiguous situations. 

 Try to achieve robustness against 

imprecision. 
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 Principal Soft computing techniques includes 

fuzzy sets, neural networks, genetic algorithms, 

and rough sets are most widely applied in the 

medical image mining. Generally fuzzy sets are 

suitable for handling the issues related to 

understandability of patterns, incomplete/noisy 

data, and mixed media information which 

provide approximate solutions faster. Neural 

networks are nonparametric, robust, and exhibit 

good learning and generalization capabilities in 

data-rich environments. Genetic algorithms 

provide efficient search algorithms to select a 

model from mixed media data, based on some 

objective function. Rough sets are suitable for 

handling different types of uncertainty in 

medical image data [5],[8],[13]. 
 Soft computing based classification 

technique consists of fuzzy classification, 

neural classification etc. Classification is a 

supervised learning problem which classifies 

a data item into one of several predefined 

categorical classes in which the output is a 

discrete classification and the possible 

mutually exclusive classes of the problem[4], 

[7]. 

 Soft computing based clustering technique 

consists of fuzzy clustering, artificial neural 

networks for clustering etc. Clustering is the 

unsupervised classification of images into 

groups. Classification of similar objects into 

different groups, or more precisely, the 

partitioning of a data set into subsets called 

clusters. Clustering is a common technique 

for statistical data analysis, which is used in 

many fields, including machine learning, data 

mining, pattern recognition, image analysis 

and bioinformatics [3]. Among the fuzzy 

clustering methods, fuzzy c-means (FCM) 

algorithm is the method used in image 

segmentation because it has robust 

characteristics for ambiguity and it has a 

good performance in a large class of images. 

The k-Means clustering algorithm is one of 

the most commonly used methods for 

partitioning the data. [5], [6], [33].  

 A fuzzy clustering: This method 

assigns degrees of membership in 

several clusters to each input 

pattern. A fuzzy clustering can be 

converted to a hard clustering by 

assigning each pattern to the cluster 

with the largest measure of 

membership [31], [32]. 

 Artificial neural networks (ANNs) 

for clustering: the features of ANNs 

are inherently parallel and 

distributed processing architectures. 

They can act as pattern normalizers 

and feature selectors by appropriate 

selection of weights [31], [3]. 

V. CONCLUSION 

From the survey it is depicted that applying soft 

computing techniques for medical image mining may 

improve the performance and fetch better results. 

Related issues were listed and discussed from the 

review which can be resolved suitably using soft 

computing techniques. Soft computing features can 

help us to make the medical image mining more 

reliable, more effective and efficient. Its aim is to 

exploit the tolerance for imprecision, uncertainty, 

approximate reasoning, and partial truth in order to 

achieve tractability, robustness, and low cost solutions. 

Different soft computing tools can be used in different 

phases of medical image mining using soft computing.  

The phases include denoising, classification, 

clustering, filtering, searching, matching, customized 

searching and filtering. Hence help to prepare some 

methods for diagnosis, prognosis and decision making 

most accurate and efficient.  
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