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Abstract - This research looks at the process of optical character recognition (OCR) for Telugu scripts. Telugu is an Indian 

Dravidian language. In English, optical character recognition is widely used, and there is a plethora of smartphone apps 

available. Telugu has a significantly higher level of complexity due to the number of output classes that can be formed and the 

inter-class diversity. In addition, there are no good Telugu OCR systems. We employed the Deep Convolutional Neural Network 

(DCNN) model for Telugu character recognition because of its success in other domains, such as segmentation, object 

identification, and character recognition. Multiple machine learning algorithms such as AdaBoost, Support Vector Machine 

(SVM), XGBoost, and Decision Tree (DT) are considered for performance evaluation of the proposed DCNN. The proposed 

DCNN for recognizing the Telugu scripts has yielded promising results, demonstrating its usefulness when compared to other 

traditional techniques when experimented with using the IEEE Telugu Character Dataset. 

Keywords - Text Recognition, Telugu Script, Optical Character Recognition (OCR), Deep Learning, Convolutional Neural 

Network (CNN), Machine Learning. 

1. Introduction 
Machine vision applications benefited greatly from the 

field of pattern recognition. The field of pattern recognition 

includes handwriting recognition [12]. Handwriting 

recognition is a technology that allows a computer to 

recognize characters and other symbols written in natural 

handwriting. All of this should be done to maintain the 

documents in digital form so they can be referenced in the 

future. In order to engage with a computer system or 

exchange data with it, users must first enter the necessary data 

into the system. 

Optical character recognition (OCR), which is at the 

heart of the field of document analysis systems, is the process 

of transforming written symbols on paper into a machine-

processable format [20] [42]. As a result, it is crucial to 

transition from a paper-based to a paperless electronic 

information system. For Indian documents, OCR technology 

is still in its infancy, and most Indian OCR systems can only 

read documents written in a single script. Every state 

government must produce an official document containing a 

national script (Devanagari), an official script (Roman), and 

a state script, according to the Indian constitution's tri-scripts 

principle (or regional script). For example, Devanagari, 

Roman, and Gurmukhi scripts are all used in Punjabi 

government documents. For OCR researchers, processing 

such complicated multi-script manuscripts is a difficult 

challenge. 

Recognizing text in natural situations is a significant ask 

in the field of machine learning and computer vision, which 

aims to build a computer application that can read scene text 

automatically from photographs [13]. This technology is 

presently mostly utilized to improve visual interpretation, 

which is useful in various real-world applications like 

automatic traffic signs, car license detection, and 

autonomous robot navigation. 

Deep Learning is a Machine Learning technology that 

allows us to train machines to predict an output based on a 

collection of inputs rather than a set of instructions utilizing 

huge amounts of data. Deep Learning is based on neural 

networks, which are layers of nodes that operate similarly to 

neurons in the human brain. Individual layer nodes are linked 

to those of neighboring layers. Because of the number of 

levels, the network is thought to be more complicated. In an 

artificial neural network, signals pass between nodes and are 

given weights. A node with a higher weight has a greater 

impact on the nodes beneath it. The weighted inputs are 

combined into a result in the final layer. Deep learning 

systems require powerful hardware since they manage large 

amounts of data and execute complicated mathematical 

computations. Virtual assistants (Siri and Alexa), language 

translation systems [14] [15] [16], chatbots used in banking 

and health applications, and facial recognition methods to 

distinguish a person in photos are examples of real-world 

applications of deep Learning. 

http://www.internationaljournalssrg.org/
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The following individuals are contributions to this paper: 

• An end-to-end system for recognizing words in Indian 

scripts using image-based data-type recognition. 

• Design and implementation of convolutional neural 

network model for efficient recognition of Telugu 

characters with an Improved performance. 

 

The following is the order of the remainder of the paper: 

Section 2 delves into the literature review, Section 3 into the 

methodology, Section 4 into the study's experimental setup, 

Section 5 into the performance analysis and experimentation 

outcomes, and Section 6 into the conclusion and future work. 
 

2. Literature Review 

In the last few decades, the field of optical character 

recognition (OCR) has seen an intense amount of research 

for Japanese, Chinese, and Roman scripts. In this aspect, 

Singh, P.K. et al. [1] experimented with a tree-based 

approach to distinguish between Matra and non-Matra 

scripts. The Distance Hough Transform (DHT) is initially 

used to identify the Matra script from the non-Matra script. 

The modified log-Gabor filter technique is employed to 

classify individual scripts into Matra and non-Matra 

categories. The proposed tree-based approach obtained an 

accuracy of 94.23%. Kaur, H. & Kumar, M. [2] addressed 

the necessity of developing word recognition techniques 

using Indic and non-Indic scripts. Different databases are 

evaluated for their recognition of the words. Multiple 

techniques and tools used for the experimental evaluation of 

word recognition are presented. It is observed that word 

recognition in printed documents of Indic scripts has a 

potential area of research. 

 

Ritesh Sarkhel et al. [3] proposed a multi-column, multi-

scale convolutional neural network (MMCNN). A prediction 

model based on a deep quad-tree staggered system is 

examined to recognise the characters at a faster rate. In this 

paper, 9 different datasets that are publicly available are 

tested in this paper. The experimental analysis indicates that 

the proposed model produced better results when compared 

to other competing algorithms. Samadiani, N., & 

Hassanpour, H. [4] elucidated a method for recognizing 

English characters in multiple fonts using a similarity 

measure neural network. Instead of a distance measure, a 

similarity measure metric is used in the proposed neural 

networks. The experimental evaluation indicates that the 

proposed model outperforms other compared algorithms. 

Shanthi, N., & Duraiswamy, K. [5] proposed a model 

based on a support vector machine (SVM) to recognise 

Tamil characters. They built their dataset by collecting 

samples from different writers. The results showed that the 

proposed model achieved an accuracy of 82.04% in 

recognizing Tamil characters. Kunte, R.S., & Samuel, R.D. 

[6] demonstrated a neural network model for classifying 

Kannada characters. The deep learning model is trained 

using the features extracted by Zernike moments and Hu's 

invariant moment techniques. The results indicate that the 

experimented model obtained results when compared to 

traditional algorithms. 

Bag, S., & Harit, G. [7] reviewed optical character 

recognition (OCR) work on the scripts of popular Indian 

languages such as Devanagari and Bangla. They have 

discussed the research work published by different authors 

and their methodologies. It also included the future direction 

of research for Indian scripts in OCR. Das Bebartta, H., & 

Mohanty, S. [8] addressed the problem of identifying 

multiple scripts in a single document using the X-Y-Cut 

algorithm for Odia and Roman scripts. Initially, they are 

segmented at line level and then are further identified for 

characters individually. The proposed methodology resulted 

in a better recognition model when compared to state-of-the-

art techniques. 

According to the literature review, several research 

works have addressed the problem of recognizing characters 

in different Indic scripts using state-of-art and other machine 

learning techniques. This paper aims to design and develop a 

deep convolutional neural network (DCNN) incorporated 

with transfer learning for the efficient recognition of Telugu 

characters.

 
 

 

 

 

 

 

 

Fig. 1 Architecture of the proposed Optical Character Recognition system 
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3. Methodology 
Character recognition is a significant issue in OCR [39]. 

The quality of any OCR system is heavily influenced by 

character recognition algorithms. Despite the availability of 

several character segmentation techniques that have been 

developed to date, present methodologies are unable to 

effectively distinguish characters belonging to some complex 

writing styles [17] [18]. This research investigates a new 

model called DCNN for effectively recognising Telugu 

characters in this regard [10]. 
 

The architecture of the proposed optical character 

recognition system is highlighted in Fig. 1. To maintain 

uniformity, all the images are preprocessed. The 

preprocessing steps, such as transforming the image shape 

into 224 x 224 and then dividing the dataset into training and 

testing in the ratio of 7:3, are considered the preprocessing 

steps. After that, the preprocessed data is fed into the DCNN 

learning algorithm. CNN had to extract feature maps from 

photos to overcome word recognition problems. The 

SoftMax component, which predicts label distributions, is 

used to model these feature vector sequences. 

 

In Fig. 2., the suggested Deep Convolutional Neural 

Network classifier is emphasized. The improved 

classification model was obtained by experimenting with and 

modifying the hyperparameters of a neural network model 

with several layers. The resulting model is made up of an 

input layer with nodes, six fully connected hidden layers 

with each, and an output layer with an activation function to 

recognize Telugu characters. The following formula Eq (1) is 

used to determine the number of nodes in  the hidden layer: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2 Architecture of the proposed DCNN 

 

𝑀𝑛𝑜𝑑𝑒𝑠 =
𝑁𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠∗2

𝛼
+ 2         (1) 

𝑁𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠  denotes the number of input features, and 𝛼 

represents an arbitrary value between [2,10]. Except for the 

last layer, all of the layers use the 𝑅𝑒𝐿𝑈 activation function, 

𝑆𝑜𝑓𝑡𝑀𝑎𝑥 activation function is used in the last layer, which 

is written as in Eq (2) & Eq (3). 

𝑅𝑒𝐿𝑈: 𝑓(ℎ𝜃(𝑥)) = 𝑀𝑎𝑥(0, ℎ𝜃(𝑥))                       (2) 

 

𝑆𝑜𝑓𝑡𝑀𝑎𝑥: 𝑓(𝑦𝑖) =
𝑒𝑦𝑖

∑ 𝑒
𝑦𝑗

𝑗

          (3) 

Where ℎθ(𝑥) is obtained using the following Eq. (4): 

 
∑ 𝑤𝑖𝑥𝑖 + 𝑏ⅈ𝑎𝑠𝑛

𝑖=1 = 𝑤1𝑥1 + 𝑤2𝑥2 + ⋯ + 𝑤𝑛𝑥𝑛 + 𝑏ⅈ𝑎𝑠     (4) 

  

Where 𝑥i = (𝑥1, 𝑥2, …, 𝑥n) represents the inputs to 

the units in t h e  layer, 𝑤i = (𝑤1, 𝑤2, …,  𝑤n) indicates the 

weights of neurons, a constant term 𝑏ⅈ𝑎𝑠 is added to 

every layer, to assure the parameters are not passing through 

the origin.  

 

4. Experimental Setup 

The (64-bit) Windows 10 Operating System is used to 

execute the proposed system, along with an Intel Core i5 

processor running at 2.20 GHz, a 1 TB Hard Drive, and 8 GB 

of RAM. Python is used for the programming interface on 

the Anaconda platform, which is set up to use deep-learning 

packages.  

 

For reliable recognition of characters, the Telugu 

Handwritten Character Dataset was downloaded from the 

IEEE Data port [11]. All Telugu characters with vowels, 

consonants, and combining characters such as Othulu 

(Consonant-Consonant) and Guninthamulu (Consonant-

Vowels) are included in the dataset. In comparison to 

English literature, Indian literature contains significantly 

fewer characters; for example, English literature contains 

only 26 while Telugu literature has 1,924 (Achulu (vowels)–

16, Hallulu (consonants)–36, Othulu–36, and Guninthamulu–

34 * 16 = 544). Sample images from the dataset are shown in 

Fig. 3. The description of the dataset is shown in Table 1. 

 
Fig. 3 Sample Images from the dataset 
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Table. 1 Dataset description 

Description Achulu Guninthamuluu Hallulu Othulu 

Categories 16 34 36 36 

Size 37.2 MB 957.0 MB 76.5 MB 72.0 MB 

 

Table 2. Accuracy comparison of DCNN with AdaBoost, SVM, XGBoost & DT 

Exp 

No. 
Model Precision Recall F-Score Accuracy 

1 AdaBoost 0.1845 0.2136 0.0912 73.65% 

2 SVM 0.6812 0.8147 0.5241 76.89% 

3 XGBoost 0.7925 0.8467 0.4256 82.19% 

4 DT 0.7561 0.8756 0.6927 91.27% 

5 DCNN 0.8869 0.9187 0.7627 94.93% 
 

5. Performance Analysis & Experimentation Results 

Several evaluation metrics, including accuracy, 

precision, recall, and f-score, were considered for assessing 

the performance of the proposed system. 

Table 2 summarizes the findings of these experiments. 

Table 3 shows a relevant work comparison based on 

accuracy. Fig. 4 & Fig. 5 depicts the model's performance in 

terms of accuracy and loss in relation to epochs. It has been 

noticed that as the number of epochs increases, so does the 

accuracy. 

Table. 3 Comparison of similar works 

Paper, Year Classifier Accuracy 

[21], 2016 MLP 80.80% 

[22], 2016 RNN 86.60% 

[23], 2015 Multi-class SVM 88.75% 

[24], 2016 Hidden Markov Model 93.82% 

This Paper DCNN 94.93% 

 

 

Fig. 4 DCNN performance in terms of accuracy  

 

Fig. 5 DCNN performance in terms of loss  

 

6. Conclusion & Future Work 
By experimenting with several neural network designs, 

an effective model for Telugu character recognition is 

provided in this research. To extract the feature maps in the 

photos, the full dataset is first preprocessed, and then the 

preprocessed data is sent to the Deep Convolutional Neural 

Network model. The extracted feature maps are then 

employed in the model's final layer to recognize the 

characters. The experimentation is based on the IEEE Telugu 

character dataset. The suggested DCNN outperformed all 

other comparison algorithms with an accuracy of 94.93%. 

Future work will include designing and implementing 

various hybrid architectures using deep learning approaches 

and surveying large datasets for enhanced performance in 

recognizing words in Indian Scripts. 
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