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Abstract—Clustering is one of the most popular 

approaches used for energy efficiency in wireless 

sensor networks (WSNs). We considered a clustered 

based WSN with a mobile base station (BS). In this 

paper, after cluster head (CH) nodes election and 

cluster formation, the best location of the BS is 

specified with respect to the CHs. The location of the 

BS is determined so that the minimum energy cost is 

imposed for data communication; this is because the 

energy consumption depends on the distance 

between the cluster heads and the BS. Simulation 

results show that the proposed algorithm has a more 

advantage in energy conservation. 
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I. INTRODUCTION(SIZE 10 & BOLD) 

A WSN is a hot domain in wireless network 

technology. The vast development in wireless 

communications leads to mass production of battery-

powered and portable detection stations called 

sensor nodes. These nodes can record parameters at 

diverse locations as weather conditions, physical 

parameters, and vital body functions. Hundreds or 

thousands of sensor nodes can be randomly 

deployed and self-organize to form large-scale 

networks. They communicate with the destination 

through their wireless interfaces as multi-hop [1, 2]. 

  Data gathering is a technique of gathering and 

routing the sensed data from the sensor nodes.  The 

power limitation of a sensor node is an important 

obstacle in Data-gathering [11].  Therefore, many 

protocols have been aimed to collect data and 

communicate between sensor nodes [3, 4]. Cluster-

based hierarchy and non-hierarchy are the kinds of 

data collection protocols [5].  Directed Diffusion [6] 

is an example of non-hierarchical protocols, while 

LEACH [3] is an example of the hierarchical 

protocols. 

Hierarchical protocol designed as series of rounds 

with two phases. In the first phase, the WSN 

arranged into disjoint groups called clusters (this 

phase called cluster formation or cluster setup). Each 

cluster has a CH node selected from all the nodes in 

the cluster.  

The CHs were responsible for data aggregation 

and transmission from sensor nodes to the BS 

directly in data transmission phase [11]. 

Achievement of the energy consumption balance 

among nodes was firstly tried using LEACH 

protocol. 

During the transmission phase, it was observed 

that the BS location affects the network performance. 

Thus, our paper focuses on designing an efficient 

algorithm to detect the best location of the BS based 

on the locations of the new CH nodes per round. 

II. RELATED WORK  

WSNs have been widely used recently in many 

fields of interest as in detection of forest fires, a 

monitoring system of health and border surveillance 

services [8]. The main issue attracted the 

researcher's attention is to prolong the lifetime of the 

WSN by of energy conservation of sensor nodes. 

 However, the ad-hoc formation and limited 

resources of sensor nodes often associated with 

disregarded deployment, they motivate the creation 

of special techniques relying on WSN design and 

management [9].  

Effective utilization of the sensor nodes energy is 

the target of many developed techniques. Placement 

of the sink node in the most favorable position is one 

of these techniques. The network performance may 

be affected by the position of the BS because various 

relay nodes are required for routing the data from the 

source sensor to the distant far BS. That leads to 

increasing the consumption of energy, the aggregate 

delay and link errors that hazards packet loss [9].  

A geometrical approach giving an algorithm have 

figured out the optimal locations of the BS [10]. In 

[11] PSO  is used to find the sink node optimized 

position. This method is tested by using a query-

driven model of WSN to allow the relation between 

the nodes and sink.  

Going with the same purpose of increasing 

network lifetime of clustered WSNs a Mobile Sink 

based Routing Protocol (MSRP) is purposed where 

the mobile sink is recording the remained energy 

from the CHs while gathering data from them and 

the neighbor nodes. The mobile sink decides to 

move to the higher energy CHs [12].  

Other proposed study named HUMS leads to 

network equilibrium in energy consumption. The 
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mobile sink does as an energy harvester by moving 

towards the highest residual energy node [13].  

While depending on a centroid algorithm, a 

centroid dynamic sink location method (CDSL) 

aimed to decrease mobile-clustered WSN energy 

consumption by allowing the mobile sink to move in 

each round to the nearest location among all CHs 

[14].  

LMREM is proposed in [15]. In LMREM, the 

sink periodically moves to a new location with the 

highest stay value. The BS stay value is calculated 

by metrics like average residual energy and the 

number of neighbors. In [16] the best position of the 

BS is determined in a distributed manner.  Later 

research maximizes the network lifetime by using 

the mathematical model of MILP. It specified the 

sink path to collect data from all CHs in t_dr (data 

reporting time) time span [17]. 

 

III. ALGORITHM DESCRIPTIONS 

 

As stated before, sensors have limited power and 

computing resources.  Therefore, the sensor energy 

has to be managed wisely to maximize the lifetime 

of the network. Clustering sensor nodes in sensor 

networks have two major phases. First, is to elect 

one cluster head nodes. Second, is to form the 

clusters.  

Therefore, it is important to consider the energy 

dissipation metric in the process of CH election. We 

use the same setting in [3], wherein to transmit a 𝑙-
bit message a distance 𝑑, the radio power 

consumption will be, 

 

𝐸𝑇𝑥 𝑙, 𝑑 =  
𝑙 𝐸𝑒𝑙𝑒𝑐 + 𝑙 𝜖𝑓𝑠𝑑

2d < 𝑑0

𝑙 𝐸𝑒𝑙𝑒𝑐 + 𝑙 𝜖𝑚𝑝𝑑
4d ≥ 𝑑0

 (1) 

 
and to receive this message, the radio expands will 

be 

 

𝐸𝑅𝑥  𝑙 = 𝑙 𝐸𝑒𝑙𝑒𝑐              (2) 

 
where 𝑑 is the distance  between  sender and 

receiver,𝐸𝑇𝑥  𝑙, 𝑑  is the cost  of  transmitting an l-bit 

message for a distance d,𝐸𝑅𝑥  𝑙  is the cost of 

receiving and l-bit message  for a distance d, 𝐸𝑒𝑙𝑒𝑐  is 

the electronics energy that depends on the circuit 

itself, 𝜖𝑚𝑝   is the energy consumed bythe transmitter 

amplifier for longer distance, 𝜖𝑓𝑠  the energy 

consumed by the transmitter for shorter distance, the  

threshold distance 𝑑0 =  
∈fs

∈mp
, and  𝐸𝐷𝐴  is  the 

energy for data aggregation. 

Assume that 𝑛 nodes are uniformly 

distributed, and there exist 𝑘 clusters in the 

topology. Thus, on an average, there will be 
𝑛

𝑘
 nodes 

per cluster. In a cluster, there will be one CH and 

(
𝑛

𝑘
− 1) cluster members. 

Energy consumed by the CH involves 

energy consumed while receiving data from all the 

cluster member nodes((
𝑛

𝑘
− 1). 𝐸𝑅𝑥 (𝑙)), energy 

consumed during aggregation of data (
𝑛

𝑘
. 𝑙. 𝐸𝐷𝐴  ) and 

forwarding of data to the BS (𝐸𝑇𝑥(𝑙, 𝑑𝑡𝑜𝐵𝑆 ) ). 

Consequently, the total energy consumption by the  

cluster head can be calculated as follows [3]: 

𝐸𝐶𝐻 = (
𝑛

𝑘
− 1). 𝐸𝑅𝑥(𝑙)  +  

𝑛

𝑘
. 𝑙. 𝐸𝐷𝐴  + 𝐸𝑇𝑥(𝑙, 𝑑𝑡𝑜𝐵𝑆 )

              (3) 
 

Where  the  l  is the  number  of  bits in each data 

message, and 𝑑𝑡𝑜𝐵𝑆 is the  distance from the  CH  

node  to  the BS.  

As indicated in equations 1 and 3 the distance 

between sender and receiver can affect the node 

lifetime. The BS  is located far from the network 

area. Therefore, all other sensor nodes will use high 

power to transmit its data to this far BS, and this will 

result in higher energy dissipation (where 𝐸𝑇𝑥  cost  

will be increased as 𝑑𝑡𝑜𝐵𝑆 are  increased). 

 In some cases, the BS can be placed in the center of 

a network area. However, in this case, a node that is 

located at the edge of the sensing area will deplete 

more energy to send data to the BS compared to 

nodes that are located near the BS. This will create 

not evenly distributed energy dissipation between all 

sensor nodes and furthermore reduce the network 

energy efficiency. To improve the situation, the best 

location of the BS is the main issue in this case. 

As a result, we aim to find an approach by which we 

can reduce the value of  the distance 𝑑𝑡𝑜𝐵𝑆 . We try to 

take  advantage of BS mobility connotation and save 

the CH's power. The position of a BS can 

significantly affect extending the network lifetime. 

Since the power consumption is a function of the 

distance between the CH's and the BS; our algorithm 

aims to reduce the total consumed energy by sensor 

nodes especially cluster head nodes which are more 

sensitive to energy drains for their role in the 

network. The mobile BS will be aware of new CH 

locations to move into the nearest best position 

between them. Fig. 1 presents  the flow chart of the 

proposed approach. 

The main idea of our algorithm, the BS 

needs information about the new CH nodes locations. 

These locations information can be sent by the new 

CHs periodically after being elected to BS. The BS 

gets this information from all CHs in the current 

round and gets the medoid of the CHs as a new 

position for it. The following algorithm describes 

our approach todetermine the position 

 

1. 𝑚: total number of CH nodes 

2. 𝐶𝐻𝑖 . 𝑥 : 𝑥 - coordinate for cluster head 𝑖 
(𝐶𝐻𝑖) 

3. 𝐶𝐻𝑖 . 𝑦: 𝑦- coordinate for cluster head 𝑖 
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4. Calculates 𝑐𝑥 =
1

𝑚
 𝐶𝐻𝑖 . 𝑥
𝑚
𝑖=1  

5. Calculates 𝑐𝑦 =
1

𝑚
 𝐶𝐻𝑖 . 𝑦
𝑚
𝑖=1  

6. Set 𝑗 = 1 {𝑖𝑛𝑑𝑒𝑥 𝑓𝑜𝑟 𝐶𝐻1} 

7. Calculates 𝑤1 =

   𝑐𝑥 − 𝐶𝐻1 . 𝑥 2 +  𝑐𝑦 − 𝐶𝐻1. 𝑦 2  

{weight for 𝐶𝐻1} 

8. Set 𝑤𝑚𝑖𝑛 = 𝑤1 {minimum weight} 

9. 𝒇𝒐𝒓 𝑖 = 2 𝑡𝑜  𝑚 
10.         Calculates 

𝑤𝑖 =    𝑐𝑥 − 𝐶𝐻𝑖 . 𝑥 
2 +  𝑐𝑦 − 𝐶𝐻𝑖 . 𝑦 

2 

11. 𝒊𝒇𝑤𝑚𝑖𝑛 > 𝑤𝑖  

12.               Set 𝑤𝑚𝑖𝑛 = 𝑤𝑖  

13.               Set 𝑗 = 𝑖 
14. 𝒆𝒏𝒅 𝒊𝒇 

15. 𝒆𝒏𝒅 𝒇𝒐𝒓 
16. The new location for the BS is the location 

of 𝐶𝐻𝑗  

 
We calculate the weight value (𝑤) for each 

CH (as shown in steps 7 and 10); the location of the 

CH which has minimum weight value will be 

selected as new BS location.  

After the BS finds the new location, it 

moves to that new location that is suitable for all 

CHs. When it moves to its new location, it broadcast 

beacon message contains its new location to the 

network. Then, depending on one of the clustering 

algorithms used, CHs aggregate data from a node in 

their cluster and finallyCHs send their aggregated 

data to the BS at its new location. 

 

 
 

Fig. 1. The process of overall operations in our 

approach 
 

 

IV. RESULTS 

 
We evaluate the performance of our proposed 

algorithm using a simulator that has been 

implemented by𝐶#. In our simulation, 100 sensor 

nodes are randomly deployed in a region of size 

200𝑚 ×  200𝑚  with BS at the center of the 

network.  

In our experiments, selecting 0.05 of nodes as CHs 

and clustering are performed on the base of LEACH 

[3].  We use the same energy parameters and radio 

model as discussed in [3] wherein, 𝜖𝑚𝑝 =

 
13

10000
 𝑝𝐽/𝑏𝑖𝑡/𝑚4  , 𝜖𝑓𝑠 = 10 bit/m2 ,  𝐸𝐷𝐴  = 

5 𝑛𝐽/𝑏𝑖𝑡 /𝑠𝑖𝑔𝑛𝑎𝑙 and 𝐸𝑒𝑙𝑒𝑐 = 50 𝑛𝐽/𝑏𝑖𝑡. 
 

The performance evaluation of our algorithm is 

compared with CDSL [14], LMREM [15], MSRP 

[12], the algorithm in [16] (called optimal location) 

and static BS at center. The performance of our 

approach is evaluated mainly, according to the 

following metrics. 

 

 Average Energy Consumption:It is 

the average energy consumed by all the 

nodes per round until the first node die, and  

it is given by: 
 

𝐸 =  
𝐸𝑖

𝑟

𝑁
𝑖=1   (4) 

 
Where 𝑁the total is number of nodes, and 𝑟 

is the number of rounds. 

 

 

 The standard deviation of node 

residual energy:The standard deviation 

represents the spread of different energy 

depletion in the WSN. 

 Network lifetime: It is the period 

between the start of WSN operation and the 

death of the first node. 

 

 

 
(a) 
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(b) 

 
(c) 

 
(d) 

 
(e) 

 
(f) 

 
Fig.2. Residual energy map for (a)CDSL. 

(b)LMREM.  (c)MSRP. (d)Our algorithm (e) 

Algorithm in [16]. (f) Static BS at center. 
 

Fig. 2 shows the remaining energy map overall 

nodes compared with other protocols. We note that 

the distribution of energy consumption over all 

sensors in other protocols is irregular compared with 

the distribution of wasted energy over all nodes in 

our protocol. From Fig. 2, it is obvious that our 

protocol achieves the balancing of consuming 

energy distribution.  

The increase rate of power depletion of our 

protocol is much lower than the rate of others; this is 

because in our protocol the power consumption is 

evenly distributed over all sensor nodes and the 

position of BS is not always centered in the middle. 

Also, the gathering process is considered by round 

level. On the other side, others protocol depend on 

the presence of BS in the middle. Therefore, the 

nodes that are found on the border always lose much 

energy compared to the center.  

This was confirmed in Fig. 3, which shows the 

standard deviation of average energy dissipation. 

Our protocol performs well compared to other 

protocols. Also, all nodes in our protocol 

approximately have the same average energy 

consumption rate, and at the same time also has less 

average energy consumption rate (as seen in Fig. 2) 

which reflects a distribution of energy dissipation 

overall sensor nodes compared with others protocols. 

 

 
Fig. 3. Standard deviation of energy dissipation 

vs. round 
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Fig. 4. Network lifetime cost for different 

protocols. 
 

 

 
Fig. 5. Average energy consumption cost for 

different protocols. 

 
Fig. 4   and Fig.  5 show the network lifetime 

and the average energy consumption for our 

algorithm and other protocols.  In Fig. 4, we 

compare the network lifetime of our algorithm with 

the optimal location, MSRP, LMREM, CDSL and 

Static BS at the center. The Figure shows that in the 

case of the algorithm in [16], MSRP, LMREM, 

CDSL and Static BS at center first node dies at 155, 

181, 180, 210, and 202 round respectively, however, 

in our algorithm first node dies at 220 rounds.  

V. CONCLUSIONS  

In this paper, we have proposed dynamic 

base station location algorithm for clustered-

based wireless sensor networks. The best 

location of the BSis determinedwith respect to 

the cluster heads. Results show that our 

algorithm outperformed CDSL, LMREM, 

MSRP, the algorithm in [16], and static BS at 

center in terms of the network lifetime and 

average energy dissipation.  
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