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Abstract: Time and technology has its own way to 

implement and make the process of as of as towards 

the destination of the Human being. Information 

Technology has changed its own model of the social 

life style staring from the bottom of the medicine to 

the high end it requirement for strategic and decision 

making process [4]. Considering all the factors, we 

have given the glimpse of the fact to this paper where 

we implemented the concept of the modeling the 

aspect mining [1]. We have considered giving the 

most significant glimpse of the metadata based 

information in the Human Interface of the UI [6]. 

Technologically its process of facilitation but cannot 

ensure all mentioning your data can be made search. 

In order to over to such trend we need protocol of 

User interface before submitting the data making in 

the format the query based structured or unstructured 

approach. In this one we have used the UI based 

framework which in turn uses the approach of the 

content in the document in order to facilitate the 

process of the metadata makes the sense protocol of 

the category [12] [13]. 

Index Terms—Opinion mining, Aspect mining, Text 

mining, Topic modeling 

I. INTRODUCTION 

This is the area that has been researched the 

most in academia. Sentiment classification assumes 

that the given document is opinionated and aims to 

find the general opinion of the author in the text. For 

example, given a product review, it determines 

whether the review is positive or negative 

[2].Sentiment classification, in contrast to 

subjectivity analysis, does not usually need manual 

effort for annotating training data. Training data used 

in sentiment classification are mostly online product 

reviews that have already been labeled by reviewers 

with the assigned overall ratings [6]. Typically 

reviews with stars are considered positive, and 

reviews with stars are considered negative. Current 

works mainly apply supervised learning methods to 

sentiment classification. As one of the early works, 

Pang et al. apply three machine-learning methods to 

classify movie reviews as positive or negative. They 

show that the standard machine learning techniques 

outperform human produced baselines. 

 

Fig.1.1. Illustration of the Data of Data 

These works introduce different score functions for 

classifying a review as positive or negative thumbs 

up or down. These algorithms mainly compute 

semantic orientation of document terms using the 

defined score functions [10]. Then documents are 

classified by averaging the orientation of their 

phrases. Recently researchers also show interest in 

sentiment classification at finer grained level and 

building lexical resources for opinion mining 

[12].Subsequent works use many more kinds of 

classification features terms and their frequency, part 

of speech tags, opinion words and phrases, etc. and 

techniques in learning there are also some 

unsupervised methods for classifying reviews.  

II. Related Work 

As traditional Web search is very important 

for Internet users, opinion search will be also of great 

use. Searching the user-generated content on the Web 

enables users to find opinions on any subject matters. 

Opinion search queries are mainly issued to find 
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public opinion on a particular item or an aspect of the 

item. For example, to find public opinion on a digital 

camera or the picture quality of a camera, a user may 

issue the [12] query “camera X picture quality”. 

Similar to traditional Web search, opinion search has 

two main tasks: retrieving relevant text, document, 

passage, and sentence to the user query, and ranking 

the retrieved text [7]. The authors of also present 

probabilistic models that unifies topic relevancy and 

opinionated ness for retrieving documents. Regarding 

the ranking task, traditional Web search engines 

usually rank Webpages based on authority and 

relevance score. However, this assumption is not true 

in the domain of opinions. The top ranked documents 

only represent the opinions of few persons not the 

public. 

 

Fig.2.1. Data Modeling in the Aspect 

However, there is a major difference in retrieving 

phase of opinion search. The retrieved text in an 

opinion search method needs to be not only relevant 

to the user query, but also opinionated [11]. Some of 

the methods first extract relevant documents and then 

filter out objective ones, while others first identify 

opinionated documents and then find relevant text to 

the query among them. The assumption is that the top 

ranked pages contain sufficient information to satisfy 

the user‟s information need. The ranked results of an 

opinion search engine needs to reflect the natural 

distribution of positive and negative sentiments of the 

whole population. Current ranking methods use 

different criteria to reflect the public opinion [13]. 

The method proposed in uses the behavioral model of 

consumers using economic approach for ranking 

products. In other works, review quality, text 

statistics number of terms, similarity score, user 

feedback and regency of reviews are considered as 

measures of ranking.  

III. Methodology 

In general, a comparative sentence is a sentence that 

expresses a relation based on similarities or 

differences of more than one item. The comparison in 

a comparative sentence is usually expressed using 

comparative or superlative forms of an adjective or 

adverb. While little research has been done in this 

area of research, we can identify two main tasks in 

comparison mining: identifying comparative 

sentences in the given opinionated text, and 

extracting comparative opinion from the identified 

sentences. Identifying comparative sentences is 

usually treated as a classification problem and a 

machine learning algorithm is applied to solve the 

problem. The second task involves extracting items 

and their aspects that are being compared, and the 

comparative keywords. For extracting items and their 

aspects being compared, different information 

extraction methods can be applied, e.g. Conditional 

Random Field. One of the early works in this area is 

presented by Jindal et al. They manually collect a set 

of comparative and superlative adjectives and 

adverbs and then extract a set of POS-patterns using 

these keywords to identify comparative sentences. In 

fact, document-level and sentence-level opinions 

cannot provide detailed information for decision-

making. To obtain such information, we need to go to 

a finer level of granularity. In the past decade a large 

number of methods have been proposed for the 

problem of aspect based opinion mining. The earliest 

works are frequency-based approaches where simple 

filters are applied on high frequency noun phrases to 

extract aspects. While these methods are quite 

effective, they miss low frequency aspects. To 

overcome this weakness, relation-based techniques 

are proposed. These methods use Natural Language 

Processing techniques to find some relationships 

between aspects and related sentiments. While they 

overcome the weakness of the frequency-based 

methods, they produce many non-aspects matching 

with the NLP relations.  
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Fig.3.1. Architecture Model view of the Aspect Metadata Flow 

 

Fig.3.2. Algorithm for the Random Association 

The accuracy of hybrid methods is much higher than 

the previous methods. However, similar to the 

previous approaches, hybrid methods need manual 

tuning of various parameters that make them hard to 

port to another dataset. In this phase Opinion Digger 

uses known aspects and mines a set of POS patterns 

they match. We emphasize that mined patterns are 

independent from products, so the method learns the 

patterns across all reviews. In addition, opinion 

patterns will depend on the types of reviews, 

therefore if they are mined from short comments, 

they can be applied to short comments to extract 

aspects. To mine patterns, Opinion Digger first finds 

matching phrases for each of the known aspects. It 

searches for each known aspect in the full text 

reviews and finds its nearest adjective in that 

sentence segment as corresponding sentiment. It 

saves the sentence segment between these two as a 

matching phrase and picks the POS tags of all words 

as a pattern. It replaces the tag of known aspects with 

the special tag „ASP‟ to identify which part of 

patterns are aspects. For example, one of the mined 

patterns using the known aspect „movie quality‟ is 

which was extracted from “It has great movie 

quality”. After mining all POS patterns, the system 

uses Generalized Sequential Pattern mining to find 

frequent patterns. GSP is an algorithm used for 

sequence mining. We use 1% as the minimum 

support as it is used in most frequent mined patterns 

and some of the sentence segments they are extracted 

from. Note that these patterns are generic and 

independent from the products. In this it indicates an 

aspect, NP a noun phrase, JJ an adjective, VB a verb, 

IN a preposition, and CC a coordinating conjunction. 

Determiners and adverbs are not considered in 

mining and also matching of patterns, since nouns 

can come with or without determiners and adjectives 

can come with or without adverbs. 

A. Analysis and Inference  

A slightly different method is proposed in. In this 

work identifying comparative sentences is framed as 

an optimization problem. The optimization 

framework is based on two basic similarity measures 

defined on pair of sentences. There are also some 

works considering a sub-problem of this area. The 

authors of study the problem of identifying the 

product that has more of a certain aspect in a 

comparative sentence, while that of focus on 

determining the product that is preferred by the 

reviewers.   
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Table 3.1: Summary of the drug reviews 

In the Table 3.1, a brief description about list of 

drugs are provided with number of reviews available 

for each drug along with total sentences and words 

across all the reviews specific to each drug.     

 

Table 3.2: Aspects Identified by Using PAMM on the Drug 

Citalopram 

In the Table 3.2, list of aspects for both satisfactiona 

nd dissatisfaction from the reviews of a specific drug 

are provided. 

 

Table 3.3: Derived Aspects Using PAMM on the Drug 

Citalopram 

In the Table 3.3, list of aspects for both satisfactiona 

nd dissatisfaction from the reviews of a specific drug 

are provided based on gender. 

Mining opinions at the document-level or sentence-

level is useful in many cases. However, these levels 

of information are not sufficient for the process of 

decision-making. For example, a positive review on a 

particular item does not mean that the reviewer likes 

every aspect of the item. Likewise, a negative review 

does not mean that the reviewer dislikes everything. 

In a typical review, the reviewer usually writes both 

positive and negative aspects of the reviewed item, 

although his general opinion on the item may be 

positive or negative. 

4. Conclusion 

Opinion mining has become a fascinating research 

area due to the availability of a huge volume of user-

generated content, e.g., reviewing websites, forums, 

and blogs. Aspect-based opinion mining, which aims 

to extract item aspects and their corresponding 

ratings from online reviews, is a relatively new sub-

area that attracted a great deal of attention recently. 

We focused on this problem because of its key role in 

the area of opinion mining. The extracted aspects and 

estimated ratings not only ease the process of 

decision making for customers but also can be 

utilized in other opinion mining systems. We defined 

this problem formally and reviewed the state-of-the-

art approaches presented in the literature. We 

introduced a hybrid method, called Opinion Digger, 

for the considered problem. Opinion Digger takes 
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advantages of both frequency- and relation-based 

approaches to identify aspects and estimate their 

rating. Opinion Digger finds the aspect-sentiment 

relations by mining a set of opinion patterns from 

reviews. Then it uses the mined pattern to filter out 

non aspects from frequent noun phrases. It also uses a 

novel technique for grouping synonymous aspects. 

Regarding rating prediction, while previous works 

just determine whether people‟s opinion about an 

aspect is positive or negative, Opinion Digger 

precisely determines the strength of positive ness or 

negative ness of an opinion by estimating a rating in 

the range. Evaluation of results showed that 

combining the idea of frequency and relation-based 

approaches can effectively improve the accuracy of 

aspect extraction. 
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