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ABSTRACT: Protein networks have a great importance in biological activities. Protein-Protein interaction occurs when two or more proteins interact together to carry out some biological activities. For example, signals from the exterior of a cell are mediated to the interior through these interactions. Identification of these interaction have a great significance in understanding complex diseases and also for designing drugs. With the availability of huge biological data, computational biology is at position such that it can predict missing protein protein interactions. Here, this article summarizes technologies for missing link prediction.
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I. INTRODUCTION

Many real world information can be better represented as networks, where nodes represent entities and edges represents the relationship between the entities. The study of complex networks is there for a common interest of various branches of science. Consider the case of biological networks, large amount of data is available about protein protein interactions. These protein protein interactions have great importance in understanding biological activities, analyzing complex disease and also for designing new drugs for diseases. Protein protein interaction occurs when two or more proteins bind together to perform certain biological functions. Interactions between proteins are important for biological functions. For example, signals from the exterior of the cells are mediated to the interior by protein protein interaction of the signaling molecules. Identification of these interactions through clinical study includes very complex procedures. Yeast two-hybrid screening and affinity capture mass spectrometry are two important methods for determining these interactions.

With the availability of large amount of biological data, various computational models are there to predict missing protein protein interactions. Important challenge with human protein protein interaction is that, our knowledge on these data is very limited. For example, 99.7 per cent of human molecular interactions are still unknown [1]. Blindly checking all possible interaction is very expensive and not possible. So prediction techniques are used to predict missing interaction based on the known interaction. This approach will reduce the cost effectively, provided the prediction technique must be accurate enough. Here, this article summarizes various techniques and algorithms for link prediction on protein protein interactions networks.

This article is organized as follows. The article start with an introduction to link prediction then describes the representation of genetic data and its notations. Section III describes important link prediction algorithms developed so far and finally the conclusion and references.

II. REPRESENTING GENETIC DATA

Protein protein interaction data can be represented by using graph data structures, where nodes represent the proteins and edges represent their interaction. So we can represent the PPI data using an undirected network $G(V,E)$, where $V$ indicates the set of edges and $E$ indicates the set of edges. Protein protein interaction network is created after removing multiple links and self-loops. The universal set $U$ will contain all possible $\frac{|V|(|V|-1)}{2}$ links, where $|V|$ represent number of elements in the set $V$. The set of non-existent links would be $U - E$. Link prediction is based on the assumption that, among the non-existent links, some links were missing and the task is to predict the links accurately.
III. LINK PREDICTION ALGORITHMS

There are different approaches for link prediction in protein protein networks. Important ones are link prediction based on sequence similarity between proteins and other one is by considering the network topological similarity. Network topological similarity methods can be classified into two local similarity based methods and global similarity based method. The local similarity based algorithms focus mainly on node's local structure for link prediction, whereas global approach considers the overall path structure of the network. Both the approaches have their own pros and cons. The advantages of local similarity based algorithms are that, they are easy to understand implement on real data. But the performance of those algorithm on real protein protein interaction network is not appreciable[2], whereas global approaches shows much better performance.

3.1 Prediction based on sequence similarity

Proteins are build up with amino acid and protein sequencing is the technique to determine amino acid sequence. It is determined that proteins with similar sequence identity (50%) shows similar structural and functional similarities[3]. Many works are there to develop a method to predict the protein interaction using the sequence similarity. Some works[4] showed that, sequence similarity information alone is sufficient to predict the protein interactions. Authors of the paper [5] transformed the complex sequence information into a numerical value representing certain physicochemical properties including hydrophobicity, polarizability, polarity. After this transformation, machine learning techniques are used to classify and predict links. One advantage of sequence similarity based link prediction is that prior knowledge about protein protein interaction network is not required for prediction. Authors of the work [6] presents an enhanced approach aims at improving efficiency and effectiveness of the prediction accuracy. Sequence-based features such as Auto Covariance (AC), conjoint triad (CT), Local descriptor (LD) and Moran autocorrelation (MAC) are extracted from each protein sequence to mine the interaction information in the sequence.

3.2 Local Similarity Based Algorithms

Local similarity based algorithms consider the local features of the protein interaction networks. The local features include common neighbors, degree of each node etc. There are several works based on these concepts.

3.2.1 Common neighbor index

One of the simplest local similarity based link prediction algorithm. The prediction is based on identifying the number of common neighbor between two candidate nodes. For a node x, let $\tau(x)$ denote the set of neighbors of node x. Then similarity between node x and node y is represented using the equation (1):

$$CN = |\tau(x) \cap \tau(y)|$$ (1)

where |X| is the cardinality of the set X. Authors of the paper[7] presents a novel work on link prediction on protein networks based on common neighbor index.

3.2.3 Jaccard Index

According to this work[8], the similarity index is calculated using the following equation (2):

$$S_{xy}^{jaccard} = \frac{|\tau(x) \cap \tau(y)|}{|\tau(x) \cup \tau(y)|}$$ (2)

3.2.4 Preferential attachment index

Preferential attachment is based on the fact that, the probability that a new link is connected to the node x depends on the degree $k_x$ of the node. Motivated by these preferential attachment principles, the traditional preferential attachment index can be calculated using equation (3):

$$S_{xy} = k_x \cdot k_y$$ (3)
where $k_x$ and $k_y$ are the degrees of node $x$ and $y$ respectively. Authors of the paper[9] provides an enhanced version of preferential attachment scheme. They presents preferential attachment scheme corresponding to two levels. They are (i) Links appear between the newly added nodes and the old ones ii) internal links appear between two old nodes. The above work proved that, the proposed indices can provide more accurate predictions than the traditional preferential algorithm especially in the case of networks with large degree heterogeneity and disassortative degree correlation.

3.3 Global similarity based indices

Global similarity based algorithms considers the path between the nodes while constructing the similarity matrix. Different algorithms use different approaches while considering the path details. Some consider the shortest paths between two nodes, while some others are based on weighted paths.

3.3.1 Katz Index and Leich-Holme-Newman Index

Both these index are based on considering the effect of all paths between two node $x$ and $y$. In Katz index a damping factor $\beta$ is used to give the shorter paths more weights. The mathematical expression for Katz index represented using equation:

$$S_{xy}^{Katz} = \sum_{i=1}^{\infty} \beta^i |\text{path}_{xy}|$$

$|\text{path}_{xy}|$ is the set of all paths connecting node $x$ and node $y$ with length $i$. $\beta$ is the damping parameter selected such that, shorter paths will get more weight compared to longer paths. Leich-Holme-Newman Index is obviously a variant of katz index. It is based on the assumption that, two nodes are similar if their immediate neighbors’ are similar.

3.3.2 Average commute time algorithms

Average commute time algorithms are based on the principles that, average commute time between two nodes $x$ and $y$ will be small, if they are similar. Let $t(x,y)$ be the average time taken by a random walker to reach node $y$ starting from node $x$. Then the average commute time is denoted by the equation (5):

$$T(x,y) = t(x,y) + t(y,x)$$

The average commute time can be calculated by considering the pseudo inverse of Laplacian matrix as mentioned in the previous work [10]. Based on that the average commute time $T(x,y)$ calculated using equation (6):

$$T(x,y) = L(l_{xx}^* + l_{yy}^* - 2l_{xy}^*)$$

where $l_{xx}^*$ denote the corresponding entry in the pseudoinverse laplacian matrix. Here, $T(x,y)$ denote the average commute time between two nodes $x$ and $y$. For two nodes are said to be similar, their commute time will be less. Based on that, the similarity matrix can be calculated using the equation (7):

$$S_{xy}^{CT} = \frac{1}{l_{xx}^* + l_{yy}^* - 2l_{xy}^*}$$

3.3.3 Random walk with restart

Random walk on a protein protein interaction network is defined as iterative walker’s transition from its current node to any neighboring node with equal probability starting at a given source node. In a statistical point of view, random walk is a finite markov chain that is time-reversible. For example, if random walk begins with a node $n \in V$, the initial probability distribution $P_0$ defined as a vector in which the elements corresponding to $n$ were 1 and 0 otherwise. The rule of the walk can be represented using the equation (8):

$$P_{t+1} = M \cdot P_t$$
where $M$ is the column normalized adjacency matrix. The random walk performed till a steady state is reached. If the random walk is base on certain probability $\gamma$ to return to the starting node at each step, then it is represented using equation (9):

$$P_{t+1} = (1 - \gamma)M \cdot P_t + \gamma P_0 \quad (9)$$

The similarity score of two nodes is defined as the steady state probability between those two nodes. One disadvantage associates with random walk based link prediction is that its inherent complexity. Huge size and sparsity of protein protein data adds further complexity to random walk based methods. Authors of [11] proposed a novel method to reduce complexity by performing few random walk instead of using steady state probability.

3.3.4 Prediction using clustering

Clustering is an important research field in data mining where aim is to classify objects into groups based on similarity where, objects belongs to same groups are similar than objects belongs to other groups. Cluster analysis have been widely used in grouping related document, stock market to identify groups with similar price fluctuations etc. Clustering techniques have been widely using in biological data to group genes and proteins have similar functions. Some important clustering algorithms are $K$ means clustering, DBScan, Spectral clustering.

$K$ means clustering is based on partitional clustering approach, where data objects are classified into non overlapping subsets, such that each data object is exactly in one subset. Each cluster is associated with a centroid, and points are assigned based on the least distance from the cluster. Though $K$ means clustering is easy to use and simple to implement, it is not widely used for link prediction purposes because of some problems associated with it. The first one is with the selection of initial centroid which have a great impact on the clustering efficiency. $K$ mean tends to show problems when the clusters are of different size, densities and non-globular shapes.

In some work spectral clustering algorithms and their variants are being used for link prediction. Spectral clustering can be classified into two based on the number of eigen vectors they use. One based on the matrix of affinities between nodes and cluster these nodes based on the second smallest eigen vector of the laplacian matrix and this procedure is continued recursively. This method has been widely using in image segmentation and processing [12]. Another method of spectral clustering is based on top eigen vectors of laplacian matrix. In the paper [13][16], they provide a novel approach to link prediction using spectral clustering using the later method. They use spectral algorithm to cluster the data objects and then using $k$ mean algorithm to find the centroid of each cluster. Then distance from each node to the centroid will be computed and represented in a matrix. Based on a triangular inequality similarity between two nodes will be computed.

Authors of the work [16], presents a novel method to extend the link prediction methods to signed networks for link prediction. In protein protein interaction network, proteins shows complex networking property, ranging from environmental conditions, hormones and performs various functions like cell growth, maintenance of cell survival, development and cell destruction [14]. In such cases it would be more appropriate to represent the protein protein interaction network as a signed graph. The laplacian matrix for the signed graph was computed as per the method described in the work [15], where they use incidence matrix to compute the laplacian matrix for spectral processing.

IV. CONCLUSION

In this article, we briefly summarized some techniques for link prediction in protein protein interaction network. Predicting links in protein interaction is of great significance in both disease prediction and drugs design. Here we summarized techniques for predicting interactions based on protein sequence similarity, and node similarity (proximity) based algorithms. In node similarity
based algorithms we briefed local, global and clustering based methods.
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