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Abstract − In recent time, data is growing binomially 

in almost all organizations in the world such as 

schools, hospitals, banks, which are usually of mixed 

attribute data values with numerical or categorical 

attribute data type.  Several clustering systems with 

various clustering algorithms has been proposed to 

discover useful patterns that exist in such datasets, all 

adopting the same approach of splitting the dataset 

into two fragmented files and storing them on the 

storage device before subjecting them to clustering 

algorithms.  This approach slows down the clustering 

process when there is large dataset. This paper 
presents a new dynamic dispatch cluster ensemble 

approach to clustering mixed attribute dataset based 

on ensemble technique where the attribute data type 

is automatically detected at run-time in place of 

outright splitting of the dataset into two subsets 

before clustering. The system utilized k means and 

Squeezer algorithms for clustering the various 

datasets. Object oriented design and Java 

programming language were used in the system 

development and implementation. The system was 

experimented on real life dataset obtained from UCL 
machine learning repository and results obtained 

were significantly different when compared to 

existing clustering systems. The process time was 

faster than the old systems because of the implicit and 

not explicit approach adopted in the system designs. 
 

Keywords − Mixed Attributes Dataset, Clustering, 

Data Mining, Dynamic Dispatch and Cluster 
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I. INTRODUCTION 

Useful information that can aid management to 

make crucial business decisions may exist wasting in 

databases without cognate knowledge about it.  These 

databases usually contain mixed dataset with 

numerical and categorical attribute values, such that 

the application of existing clustering system on these 

databases does not produce the expected result as 
they are specifically designed for either numerical or 

categorical attribute data values.  Clustering is one of 

the data mining task that can be used to unveil hidden 

but useful information in a dataset.  According to 

Singh [14], in clustering a given population of events 

or items can be partitioned or segmented into sets of 

similar elements. 

Data mining involve the process of semi 

automatically analyzing large databases to find useful 

patterns. Data mining attempts to discover rules and 

patterns (knowledge) from data stored in a database 

[1].The knowledge discovered has several 

applications, the most commonly used is application 

that requires some sort of authentication and 

discovery [11]. 

Consequently,several authors have proposed the 

divide and conquer approach for clustering mixed 

attribute dataset, where these datasets are explicitly 

divided into two subsets – categorical and numerical 
and stored separately on the disk before applying 

existing algorithms to cluster them. These outright 

splitting of dataset into two subset leads to the 

following problems: reading is slow and applying 

recursive process to such fragmented files is 

complicated especially on billions of records with 

several attributes.  many.Therefore, our major 

contribution in this paper is to present a dynamic 

dispatch cluster ensemble approach for clustering 

mixed attributes datasets. 

Dynamic dispatch is the process of selecting 
which polymorphic function or method to call at run 

time. It is a prime characteristic of, object-oriented 

programming (OOP) languages and systems [7]. 

In imperative programming languages, the term 

"conditional statement" is usually used, whereas in 

functional programming, the terms "conditional 

expression" or "conditional construct" are preferred, 

because these terms all have distinct meanings. 

Although dynamic dispatch is not usually 

classified as a conditional construct, it is another way 

to select between alternatives at runtime. 

The instance mixed attribute data values are 
stored on the disk in Comma Separated Value (CSV) 

format or attribute related file format (ARFF).  When 

the dataset is open in the system, the system 

automatically scanned for different attribute data 

value such as numerical and categoricalattribute value 

at runtime and dispatch appropriate algorithm to 

cluster each set in place of outright separation of 

dataset into two subsets and cluster them separately.  

The results from both attributes datatypes are 

combined as categorical data value using cluster 

ensemble and finally clustered with algorithm 
designed for categorical attribute dataset. 

Cluster ensemble is technique that consolidate 

multiple clustering results into a single cluster often 
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referred to as consensus solution.  Cluster ensemble 

aims at generating a robust and stable clustering 

result compared to single clustering technique [18].  

Clustering is a data mining technique that aims at 

discovering data colonies of interesting pattern in a 

dataset, the output produced by different algorithms is 
the assignment of data items to different colonies, 

identifying each colony with different cluster labels, 

items with same similarity are in the same cluster 

label and items with non-similarity are in another 

cluster label. 

 

II. REVIEW OF RELATED WORK 

Real world databases consist of mixed attribute 

dataset; mixed attribute dataset containsnumerical 

and categorical dataset.  

Numerical attribute is an attribute whose data 

value can be quantified as integer or real and allow 

arithmetic operations to be perform on it while 

categorical attribute is an attribute whose data value 

cannot be quantified but can only be described and 

does not permit arithmetic operations.  Clustering of 

these kind of dataset is a puzzling circumstance in 
data mining since most of the algorithms are purely 

for either numerical or categorical dataset. 

Several systems with different algorithms has 

been proposed for clustering mixed attributes dataset, 

these systems explicitly separates the instance dataset 

into two different sets as seen in [15] where in the 

first stage the instance dataset was manually divided 

into two subsets, each with a pure kind of attribute 

datatype; categorical or numerical, in the second 

stage, each subset is clustered with its corresponding 

algorithm, the results are merged to form a 

categorical attribute datatype and in the third stage 
merged categorical attribute datatype is finally 

clustered with categorical clustering algorithm. 

In cluster ensemble approach by Honorine et 

al.[3] the dataset was manually divided into two 

subsets: numerical and categorical dataset, cluster the 

datasets with Chameleon and Squeezer algorithm 

respectively, combined results as categorical and 

finally cluster it with Squeezer algorithm. The same 

divide and conquer approach was used in Asadi et 

al.[2] and Kavitha & Reddy[10] to cluster mixed 

attribute dataset, here the instance dataset was also 
divided into two subsets; numerical and categorical, 

cluster both numerical and categorical data set using 

Similarity Weight, combined both clusters as 

categorical and finally cluster it with Filter method. 

In Sugana & Selvi[16] a fuzzy clustering method 

for mixed dataset is also proposed, where the dataset 

is divided into two sub datasets explicitly; pure 

numerical and pure categorical dataset and then 

applied fuzzy c-means clustering algorithm on 

numerical dataset and fuzzy c-mode on categorical 

dataset to generate clusters.  

A Two-step method for clustering mixed 
attribute dataset where the instance dataset is read as 

initial input was proposed.  In the first step the k 

means algorithm is applied to the dataset to divide it 

into different subset. Assign zero and one to numeric 

attribute values, convert categorical attribute as 

numeric.In step two, the based attribute is defined by 

selecting the attribute with the most number of 

item’s, then count the frequency of co-occurrence 
among categorical. Then apply k means algorithm 

[8]. 

Zengyou et al.[17] proposed cluster ensemble 

based approach where the original dataset is divided 

into two subsets; numerical and categorical and 

appliedappropriate algorithm designed for each.  The 

clustered results from both datasets where combined 

as categorical dataset using ensemble function and 

further cluster with squeezer algorithm. 

Kprototypealgorithm [4] is a combination of k 

means and k mode algorithms to cluster mixed 

numeric and categorical values.  K prototype 
algorithms defines a dissimilarity measure that take 

into account both numeric and categorical attributes 

by utilizing weighted sum of Euclidean distance. 

Chameleon algorithm by Karypis[5]and cited in 

Rafsanjami et al.[9] is a hierarchical agglomerative 

clustering algorithm that operates in two phases.  In 

the first phase, the dataset is partitions into sub-

clusters using graph partitioning method and in the 

second phase it repeatedly merges the sub-clusters 

from the first stage to generate the final clusters. This 

algorithm has been proven to work well on clusters of 
different shapes, sizes and densities and also capable 

of handling huge dataset but has a worst-case of time 

complexity of O(n2). 

 

III ANALYSIS OF EXISTING SYSTEMS 

The analysis of the existing clustering system for 
clustering mixed dataset reveal that: 

 

1. The instance mixed dataset was manually 

(explicitly) divided into two subsets; one set as 

numerical and the other set as categorical dataset 

and stored on the disk separately. 

2. Cluster the categorical dataset using categorical 
clustering algorithm such as squeezer, rock etc. 

3. Cluster the numerical dataset using numerical 

clustering algorithm such as chameleon, cure etc. 

4. Combine the clusters from step 2 with step 3 as 

categorical dataset using ensemble approach 

5. Cluster the final dataset using algorithms 
designed for categorical dataset. 

 

The architecture of existing clustering system is 

illustrated in Figure 1 where divide and conquer 

method is used in clustering mixed attribute dataset. 

Divide and conquer method of solving problems 

in computer help to optimize human effort in tackling 

complex problems but the explicit division of the 

instance dataset into two subsets and store it on the 

disk may be time consuming where the attributes are 

so many. 
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Therefore, in this paper we present a new 

automatic method to divide and conquer the problem 

using Dynamic Dispatch Cluster ensemble approach 

to cluster mixed numerical and categorical attributes.        

 

IVDYNAMIC DISPATCH CLUSTER 

ENSEMBLE APPROACH 

Dynamic dispatch cluster ensemble approach is 

illustrated in Figure 2.  In this approach, the instance 

dataset is read into the system, the system checks the 

attributes within the dataset then split it into two sub 

datasets implicitly as numerical and categorical 

dataset instead of splitting the dataset explicitly as 
observed in the existing system thereby optimizing 

the time and efficiency of the algorithm. If the dataset 

is numerical then cluster the subset with k means 

algorithm and if the subset is categorical then cluster 

the dataset with Squeezer algorithm, combined both 

results as categorical data value and cluster the result 

with squeezer algorithm to yield the final clusters. 

The system retains squeezer algorithm for 

clustering categorical attribute dataset due its 

efficiency, scalability and capability to handle high 

dimensional data effectively in one scan thereby 
optimizing memory usage. While k means algorithm 

is used in place of Chameleon algorithm used in 

existing system for clustering numerical dataset due 

its efficiency to handle large dataset. 

 

V. ALGORITHM FOR THE NEW SYSTEM 

 

Input Dataset = Z   

Attribute  =  S 

If Z = MixedDataset 

{ 

         { 
If  S = Numerical attributes  

 

// Cluster numerical datasets 

Call kmeans module 

else  

// Cluster categorical datasets Call Squeezer 

module 

end if 
} 

 

// Combine Clusters 

Call ensemble module 

  

// Final Clustering 

Call Squeezer module 
 

Display Output 

} 

A. K Means Algorithm 

K means algorithm [6] is a popular algorithm 
that has been proven efficient by several authors and 

widely used for clustering numerical dataset despite it 

shortcoming like the choice of initial number of 

clusters which determine the final output of clusters.  

The steps involved: 

 

1. Determine the number of cluster k randomly and 

assume the centroid or center of these clusters. 

 

2. Compute the distance of each object to the 

centroids using Euclidean distance given as: 

 

𝑑𝑖𝑗  = 
   𝑥𝑖𝑘 − 𝑥𝑗𝑘  

𝑛

𝑘=1

2

 

3. Group the data based on minimum distance (i.e. 

find the nearest centroid) 

 

Clustering Categorical 
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Cluster  

output 

 

Numerical  

Dataset 

 

Cluster  

output 

 

Mixed Attribute Dataset 

Clustering Numerical 

Dataset 

Squeezer Algorithm 

split 

Figure 1: Architecture of existing system 
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4.  Repeat steps 2 and 3 until computation is stable 

 

 

B. Squeezer Algorithm 

Squeezer algorithm [18] is one of the algorithms 
designed for clustering categorical dataset which has 

been widely used by several authors because of the 

following features.  Squeezer has been proven to be 

highly effective in handling large volume of data, it 

makes one scan over the dataset there by optimizing 

the input and output cost of memory usage, it is 

scalable and capable of producing high quality result. 

 

The steps involve in squeezer include: 

Input: Dataset (D) and Threshold (s) 

1. Read the first tuple.  

2.  Generate the Cluster Structure (CS).  

3.  Read the next tuple and computes its similarity 

using support measure given as: 

 

𝑆𝑖𝑚 𝐶, 𝑡𝑖𝑑 =   
sup 𝑎𝑖 

 sup 𝑎𝑖 𝑗

𝑚

𝑖=1

 

 

4. If the similarity is greater than the threshold “s”. 

Add tuple to the existing Cluster Structure. Else 

assign tuple to the new Cluster Structure. 
 

5.  Repeat Step 2 through 4 until the end of the 

tuple.  

 

Output: Cluster output. 

 

 

VI. EXPERIMENTS AND RESULTS 

Credit approval dataset from UCL machine 

learning repository was used to test the system. Credit 

approval dataset consist of 690 instances with 6 

numericalattributes and 9 categorical (nominal) 

attributes, a sample view of the dataset is shown in 

figure 4.  The classes consist of two groups: accepted 

(+) and rejected (-). 

 

 

 
⁞ 

 
 

Figure 3: Credit Approval dataset 

 

 

 

 

 

 

 
 

Figure 4: Instance dataset automatically detected as Numerical and Categorical (Nominal) 
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Figure 5: Clustering Result  with  k  =  3 

 

Figure 6: Clustering Result  with  k  =  4

Figure 2: Architecture of New Dynamic Dispatch Cluster Ensemble approach 
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When the dataset was feed into the system, the 

system automatically scanned and detected the 

attributes datatype of the dataset as numerical or 

categorical and checked the categorical as nominal 

while numerical is unchecked.  These automatic-scan 

and detection of the attributes datatype is shown in the 
screen shot of figure 4.  Figures 5 and 6 shows the 

clustering result of k = 3 and k = 4 respectively with 

the same dataset. 

The value of k for number of clusters was 

randomly chosen by the system and cluster result are 

displayed with tuple index numbers. Certain clusters 

repeated in each runs showing the degree of similarity 

among the dataset.  For example, cluster number 1 in 

figure 5 repeated in figure 6. 

Result obtained from the system were compared 

with result obtained from other systems.  It is 

significant to note that our system performs better 
than system with k prototype algorithm and all 

instances in the dataset were clustered, unlike system 

with Kprototype algorithm that do not handle 

numerical attribute with missing values. 

Figure 7 shows the chart of clustering accuracy 

against number of clusters.The Cluster accuracy (r) 

was computed using the formula given as: 

 

𝑟 =  
 𝑎𝑖

𝑘
𝑖=1

𝑛
 ……….. 1 

 

where nis the totalnumber of instances in the dataset, 

ai is the maximum number of class in a cluster k, with 

i = 1, 2, … n, for example the cluster accuracy of 

Figure 5 was computed as: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

𝑟 =  
261 + 122 + 185

690
 

   
= 0.823   ≈82% 

 

 

 

 
 

Figure 7: Cluster accuracy and Number of Clusters 

 

The computed cluster accuracy was 
evaluatedwith system that runs k-prototype algorithm 

against credit approval dataset with a scale value of 

0.5 starting at 0.60 to 0.90. With cluster number set to 

2, both system perform almost the same with 

clustering accuracy of 0.72:0.73 for K prototype and 

DDCEA respectively as shown in the chart of Figure 

7. 

Clustering accuracy of our system was 

significantly higher than system with k prototype 

algorithm as cluster numbers increases from 2 to 3, 4 

and 5 with cluster accuracies of 0.72:0.82%, 

0.71:0.83% and 0.71:0.85% respectively. 

 
VII   CONCLUSION 

 There exist several systems for clustering mixed 

numerical and categorical attribute dataset.  These 

systems adopt explicit division of mixed attribute 

dataset into two separate sets; numerical and 
categorical which may be time consuming and slow 

for recursive process where the attributes are too 

many to handle. Consequently, in this paper we 

present a new dynamic dispatched cluster ensemble 

approached to split the dataset implicitly into two 

separate sets; numerical and categorical before 

clustering.  In this approach the dataset is read and 

scanned automatically to detect it as either numerical 

and categorical attributes dataset and then clustered 

accordingly using k means for numerical and squeezer 

algorithm for categorical, combined the resultant 
clusters as categorical and finally clustered with 

squeezer algorithm making the system robust, 

scalable and efficient. 

0.72 0.72 0.71 0.71
0.73

0.82 0.83
0.85

0.6

0.65

0.7

0.75

0.8

0.85

0.9

2 3 4 5

Evaluation of DDCEA

kprototype DDCEA

Cluster 2 

 
 
Total record = 163 
Accepted =122 

Rejected = 41 

Cluster 1 

 
 
Total record = 337 

Accepted = 261 

Rejected = 76 

Cluster 3 

 
 
Total record = 190 

Accepted = 5 

Rejected = 185 



International Journal of Computer Trends and Technology (IJCTT) – Volume 48 Number 2 June 2017 

ISSN: 2231-2803                    http://www.ijcttjournal.org                                      Page 102 

 In future work, we intend to classify each clusters 

using decision tree induction algorithm to further 

provide an interpretation to the generated clusters. 
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