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Abstract— In today’s expeditiously changing world, the physical classrooms are soon getting replaced by virtual classrooms. In such an environment, it is important to capture the raising-of-hand gesture of the participants and convey it to the lecturer. Gesture Recognition is one of the optimal techniques which help us capture such an event. The existing systems make's user wear colored gloves which is not a user-friendly approach. Some require costly in-depth sensor camera’s for using them. We propose a systematic approach to detect face using cascading classifiers, recognize the hand-gesture and annotate the video. This is made possible using webcam available at affordable prices. The results obtained show that the system can work under a varying degree of background lightning condition as well as illumination. The location and the hand orientation in accordance with the face detected help us in achieving greater efficiency.
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I. INTRODUCTION

Computers are used by many people either at their work or in their spare time. Special input and output devices have been designed over the years with the purpose of easing the communication between computers and humans, the two most known are the keyboard and mouse [15]. As the complexities of human needs have turned into many folds and continues to grow so, the need for Complex programming ability and intuitiveness are critical attributes of computer programmers to survive in a competitive environment. However, a shift towards a user friendly environment has driven them to revisit the focus area.

One of the attractive methods for providing natural human-computer interaction is the use of the hand as an input device rather than the cumbersome devices such as keyboards and mouse, which requires the user to be located in a specific location to use these devices. The most important thing in hand gesture recognition system is the input features, and the selection of good features representation. Keeping track of the hand from a sequence of images helps achieve better results during the detection and recognition of the gesture. This helps us in achieving accurate results in less time.

Hand Gesture Recognition is the solution for a natural human – computer interface. These hand gestures could be of two type’s viz., static and dynamic [5]. The static hand gesture is a particular hand configuration and position while the dynamic hand gesture is that of a moving gesture interpreted by a sequence of images. The main focus of this paper is dynamic hand gesture-recognition

II. RELATED WORK

Gesture recognition is a challenging task that is often addressed with complex sensors and methods, such as the use of depth sensors and multiple classifier systems, under controlled acquisition conditions.

A. Real-time hand gesture recognition using a Colored Glove

The recognizer is formed by three modules: The first module, fed by the frame acquired by a webcam, identifies the hand image in the scene. The second module, a feature extractor, represents the image by a nine dimensional feature vector. The third module, the classifier, is performed by means of Learning Vector Quantization. The recognizer, tested on a dataset of 907 hand gestures, has shown very high recognition rate.

![Fig. 1 Hand Gesture using Colored Gloves](image)

The main disadvantage of this technique is that the user-friendliness of the whole process of hand detection is compromised as the user has to wear the gloves every time that he wishes to use the system.

B. Hand gesture interaction using Color-Based Method for Table top

A hand gesture recognition method based on color marker detection is presented where four types of colored markers (red, blue, yellow and green) are mounted on the two hands. SixthSense is a wearable gestural interface that augments the physical world around us with digital information and lets us use natural hand gestures to interact with that information. But using of colored markers lead to reduction in usability of the system as the user has to wear the colored markers every time and for every motion.

C. Sensors for Gesture Recognition Systems

The gesture recognition system (GRS) consisting of multiple cameras along sensors in-built in them. In a GRS, the gesturer is embedded within the context of use (the
environment and gestures). The input to the capture sensor is a physical stimulus (e.g., light waves, soundwaves, etc.) which is modulated by the gesture. The physical realization of the sensor is the sensor platform. Determination of the sensor stimulus, context of use, and sensor platform are major preliminary design issues in GRSs. Thus, these three components of the GRS form the basic structure of our taxonomy. The range of the sensor unit may vary with respect to the human being and other moving objects with one sensor giving a varying output as compared to the other.

D. Skin Detection in Luminance Images using Threshold Technique

An experimental investigation, which aims at using different threshold values to classify the human skin. The chromatic skin colour model was used to model skin colour in the r-g chromaticity space. This model based on testing database containing many of human images. It has been found that the threshold value is an important tool for increasing the human skin regions detected in colour images containing luminance. The skin colour pixels are white and the other ones are black in skin-segmented image, the threshold value used in skin segmented image is called an optimal threshold value, where the minimum increase in region size is observed while decreasing the threshold value.


The work consisted of a novel and real-time system for interaction with an application or videogame via hand gestures. The system included detecting and tracking bare hand in cluttered background using skin detection and hand posture contour comparison algorithm after face subtraction, recognizing hand gestures.

III. PROPOSED WORK

In order the make the hand detection and recognition faster for a virtual classroom specific environment, the proposed work consists of using HAAR Cascade Classifier for accuracy along with Blob Detection for improved performance.

---

Fig. 2 Existing Work Architecture

A. Camera Feed

For capturing the video feed from the camera, Java library namely JMyron library is used. JMyron (aka WebcamXtra) is an external library for Processing that allows image manipulation without having to hard code everything.

Fig. 4 JMyron Architecture

Firstly we call the inbuilt function of JMyron named start() function to start image capture and its stop() function to stop. Always keep in mind to call JMyron. stop() when done in order to be call start() method the next time we need to. It's a
good programming to call JMyron. stop() at the end of applet’s stop() function, so that we’ll stop capturing after we quit.

B. RGB -> HSV Colour Model

By default, an image is represented in an RGB format, meaning that for each pixel in the image each of the colours Red, Green and Blue has a value stating the intensity of that colour in the pixel. Since different people have different hand colours (e.g. Black hands vs. white hands) we cannot rely on the intensity of any one of the colours in order to extract the hand and its features. Therefore the RGB representation is converted to a Hue-Saturation-Value (HSV) representation, meaning that now for each pixel in the image there are three values – Hue, Saturation and Value.

- **Hue Calculation**

  \[
  H = \begin{cases} 
  60^\circ \left( \frac{r - b}{R' - B'} \right) \mod 1, & C_{max} - R' \geq 0 \\ 
  60^\circ \left( \frac{r - b}{R' - B'} \right) + \frac{2}{3}, & C_{max} = G' \\ 
  60^\circ \left( \frac{r - b}{R' - B'} \right) + \frac{4}{3}, & C_{max} = B'
  \end{cases} \quad \ldots(1)
  \]

- **Saturation Calculation**

  \[
  S = \begin{cases} 
  0, & \Delta = 0 \\ 
  \frac{C_{max} - \Delta}{\Delta}, & \Delta \geq 0
  \end{cases} \quad \ldots(2)
  \]

- **Value Calculation**

  \[
  V = C_{max} \quad \ldots(3)
  \]

By looking on different hand pictures and measuring their HSV values we concluded that we can find hue and saturation thresholds that have high correlation with typical hand colours. It has been found that typical skin HSV values are: \((0.12 \leq S \leq 0.4), (0.94 \leq H \leq 1)\) or \((0 \leq H \leq 0.137)\).

C. Skin Tone Thresholding

Thresholding enables you to select ranges of pixel values in grey scale and colour images that separate the objects under consideration from the background. Thresholding converts an image into a binary image, with pixel values of 0 or 1. This process works by setting to 1 all pixels whose value falls within a certain range, called the threshold interval, and setting all other pixel values in the image to 0.

Skin Tone Thresholding can be brought about in the following two ways:-

a. **Range:-**
   
   In this technique, the specific range of the user skin-tone range is pre-specified and system is made to detect all pixels ranging in that range during the time of glob detection (to be discussed later).

b. **Pixel Selection**
   
   In this type of Thresholding, the pixel range is specified by providing the maximum exposed skin-tone colour and the least specified skin-tone colour.

D. Face Detection

After the captured image is converted from RGB -> HSV and then applying the skin tone Thresholding to the converted image, it is then further sent to face detection module for face-detection and subtraction purpose. The purpose of face detection and subtraction is mainly because the skin tones of the face as well as the hand lie in the same threshold region. Hence in order to differentiate the hand from the face during the time of hand recognition, the face detection and subtraction is done first.

In order to make the face detection possible, HAAR Cascade Classifiers using OpenCV are used. The HAAR Cascade Classifier of the OpenCV makes use of the training set of images already feed to it from the very beginning and hence brings about the face detection. The co-ordinates of the detected face are then sent back to the system by the classifier for any further processing. Hence after the subtraction of the face from the image, now the hand detection takes place.

E. Blob Detection

In the area of image processing, blob detection refers to application of mathematical equations that are focused at detecting those regions of a digital image that differ in properties, such as brightness or colour of the region as compared to areas/portions surrounding those regions. In other words, a blob is that region of a digital image in which some attributes are constant while some may vary within a prescribed range of values; concluding in a way that all the points in a blob can be said to be similar to one another.

A blob as in its definition is an area which touches the pixels coming under the same logical state. The group of pixels in an image which belong to a particular blob are in a foreground state while the other pixels belong to the background state. Thinking of an image in binary terms, pixels belonging to the background are labelled as zero while every nonzero pixel is tagged along as a binary object.

On further proceeding, that which is easily identifiable by the any normal persons eye as several distinct but touching blobs may be calculated by the software as a single blob. Furthermore, any portion of a blob is considered to be a background which is in the background pixel state due to the lighting or reflection at the time of analysis. Blob detection is an algorithm used to determine if a group of connecting pixels are related to each other. This is useful for identifying separate objects in a scene, or counting the number of objects in a scene.

**Algorithm for Blob Detection:**

*Step 1:* Go through each pixel in the array

*Step 2:* If the pixel is a blob colour, label = ‘1’

    Otherwise label=0

*Step 3:* Go to the next pixel - If it is also a blob colour and if it is adjacent to blob 1 then label = ‘1’

    Else label = ‘2’ (or more)

*Step 4:* Repeat Step 1 until all pixels are done

The histograms we use are in the HSV colour space since lighting and camera white balance changes cause variation largely in the saturation and value components with less effect on hue. For this reason, we only use the hue histogram in tracking and we threshold the saturation and value channels to try to maximize the presence of the tracked hue in the back projection. When the histogram is updated, the saturation and
value threshold values are updated automatically using a binary search of the respective spaces to find the best back projection, the one containing the most positive pixels in the tracked area. This update assists with not only with lighting changes but also with quick movement by ensuring the track is not lost if the hand blurs with fast motion causing a slightly different histogram.

F. Raised Hand Detection

Raising hand is one of the most important types of interaction between students and lecturers in classroom. When an automatic system can be installed in virtual classroom to figure out which students raise their hands, it is possible to design more advanced applications for other education goals. The most important issue to improve this work is to design a good method to well segment the foreground subjects in the cluttered background. The camera feed is captured using JMMyron library and per image captured is then processed for hand detection.

The conversion of RGB -> HSV onto the image then takes place and is further sent to HAAR Cascade Classifier using OpenCV for detecting the face and obtaining the co-ordinates of the detected face. After obtaining the co-ordinates of the face from the image is obtained, the image is then sent for blob detection specifying the skin-tone Thresholding value wherever the head is subtracted during the time of hand detection. The detected hand is indicated using a pointer and hence traces the movement of the hand which is made possible making use of blob detection.

IV. PERFORMANCE ANALYSIS

A. Comparison Analysis

For performance and analysis of the proposed work, papers [10], [58]–[63] that had a real time performance and discussed their recognition time and accuracy to compare their performance with our approach.

<table>
<thead>
<tr>
<th>Paper</th>
<th>R.T</th>
<th>F.R</th>
<th>Backgrou nd</th>
<th>M.U (MB)</th>
<th>Illu.lux</th>
<th>No. of Tests</th>
</tr>
</thead>
<tbody>
<tr>
<td>[30]</td>
<td>0.030</td>
<td>320x240</td>
<td>White Wall</td>
<td>NA</td>
<td>NA</td>
<td>100</td>
</tr>
<tr>
<td>[31]</td>
<td>NA</td>
<td>100x100</td>
<td>Wall</td>
<td>NA</td>
<td>NA</td>
<td>57-76</td>
</tr>
<tr>
<td>[34]</td>
<td>0.13</td>
<td>640x480</td>
<td>Different</td>
<td>NA</td>
<td>NA</td>
<td>130</td>
</tr>
<tr>
<td>[33]</td>
<td>0.09 – 0.011</td>
<td>320x240</td>
<td>Cluttered</td>
<td>NA</td>
<td>NA</td>
<td>195</td>
</tr>
<tr>
<td>[1]</td>
<td>0.017</td>
<td>640x480</td>
<td>Cluttered</td>
<td>NA</td>
<td>NA</td>
<td>1000</td>
</tr>
<tr>
<td>[35]</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>16</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>Our Method</td>
<td>0.013 - 0.016</td>
<td>640x480</td>
<td>Cluttered</td>
<td>20.156</td>
<td>29 and above</td>
<td>50-60</td>
</tr>
</tbody>
</table>

- In [32], the hand gesture was detected using skin colour approach. Features for all the detected hand gestures used were extracted based on HaarWavelet Representation and stored in a database. During the recognition process, a measurement metric was utilized to measure the similarity between the features of a test image and those in the database.
  - In [33], hand detection with Adaboost was used to trigger tracking and recognition. Then, adaptive hand segmentation was executed during detection and tracking with motion and colour cues. Finally, scale-space feature detection was applied to find palm-like and finger-like structures. Hand gesture type was determined by palm–finger configuration.
  - In [34], first hand gesture was detected based on Viola–Jones method. Then, the Hu invariant vectors of the detected hand gesture were extracted, and a SVM classifier was trained for final recognition.
  - In [30], the posture was detected using Haar-like features and the AdaBoost classifier. Based on the cascade classifiers, a parallel cascade structure was implemented to classify different hand postures.
  - In [35], it acquired and pre-processed video image frame from camera, then extracted the normalized moment of inertia features and Hu invariant moments of gestures to constitute feature vector, which is inputted into SVM to achieve classification results.
  - In [31], a neural network model was used to recognize a hand posture in an image. A space discretization based on face location and body anthropometry was used to segment hand postures.
  - In [35], the heap memory consumption by the system is given which is compared with the memory consumption by the propose system. Even though memory utilization is greater as to the paper but performance is at par when compared to the performance results of the system stated in the paper.

V. RESULTS

A. Time Comparison

The graph shows the time taken by each system to recognize the hand gesture. The graph is plotted with the time taken in milliseconds and the system proposed in the respective papers. As seen from the graph, the proposed work
takes little less time as compared to its existing predecessor by a few milliseconds

B. Performance With/Without Blur

The graph shows the performance of the system for different users where the Y axis is marked with the time taken for recognition of the hand and the X axis marks the different users that were involved for the analysis.

Also the two bars along the X axis stand for the performance of the individual user for Blur – On / Off. Blur helps in the reduction of the noise from the image hence enhancing the image for processing. More clear the image, better the performance of the system.

C. Background Variation

The above graph marks the response time of the system for various different backgrounds. The X axis consists of different backgrounds with their cluttered ness increasing in the ascending order of their number. The Y axis marks the respective time response for the corresponding background.

As is clear from the graph, the more the cluttered ness of the system the greater is the time taken by the system for the hand recognition. All title and author details must be in single-column format and must be centred.

D. Lightning Conditions

The above graph stands for the response time of the system for the various Lightning Variations. The X axis denotes the illuminations in mux units while the Y axis denotes the response time for the same in milliseconds. The graph has been drawn considering a single user using the system for all the various lighting conditions.

E. Distance from Camera

The above graph stands for the response time of the system for the distance of the hand from the camera. The X axis denotes the distance in centimetres while the Y axis denotes the response time for the same in milliseconds. The graph has been drawn considering a single user using the system for all the various distances.

VI. CONCLUSION

Hence a real-time hand gesture recognition system has been developed for a virtual classroom environment. The working functionality of the system is to detect the raise of hand gesture in the virtual classroom by the attendees. This is made possible by making use of HAAR Cascade Classifier for Face Detection and then applies Blob Detection for the filtered image. The detected hand is denoted by the pointer which follows the motion of the hand.
The developed system is at par as compared to the similarly existing systems. Also the system is capable of detecting the hand gesture in a cluttered background. The system also works fine in an environment where the lightning condition is as low as 29lux. The system has shown excellent results for a wide range of users varying in skin-tone values.
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