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Abstract - Implementing a modern data architecture offers an effective and scalable approach to integrating data from 

diverse sources. By organizing data based on business domains, organizations can empower each domain to choose tools 

tailored to their specific needs. Harnessing the power of generative AI solutions within this architecture allows non-technical 

users to query data through conversational English, simplifying data access. This research article delves into the potential of 

combining modern data architecture with generative AI techniques, particularly with Amazon Web Services (AWS) offerings. 

Specifically, it explores the latest offering, Amazon Bedrock, a fully managed service providing foundation models for 

building and scaling generative AI applications. Coupled with scalable, domain-oriented data infrastructure, this approach 

proves to be an intelligent method for uncovering crucial insights from vast and varied data sources at an enterprise scale. 

Incorporating large language models (LLMs), including JumpStart from Amazon SageMaker, enriches the system's 

capabilities, providing a seamless user experience. My research showcases the successful integration of generative AI and 

modern data architecture, making data-driven decision-making more efficient and accessible to diverse stakeholders within 

the organization. Overall, combining generative AI solutions, such as Amazon Bedrock, and a well-structured modern data 

architecture opens new avenues for organizations to tap into vast data reservoirs, unlocking critical insights that drive 

business success. This article emphasizes the transformative potential of integrating generative AI with scalable data 

infrastructure, presenting a promising pathway to enterprise-scale analytics and informed decision-making. 

 

Keywords - Modern data architecture, Generative AI, Machine Learning, Amazon SageMaker, LLM (Large Language 

Models). 

1. Introduction  
The dynamic landscape of data-driven decision-making 

demands innovative solutions that can effectively harness 

the wealth of information stored in diverse databases and 

APIs. In this research article, we present a compelling, 

forward-thinking and successful implementation of a 

modern data architecture, strategically integrating data from 

multiple sources, including Amazon Simple Storage Service 

(Amazon S3), Amazon Relational Database Service 

(Amazon RDS), Amazon Redshift, Snowflake, and various 

APIs. This transformative implementation seeks to enhance 

the productivity of the enterprise's business analytics, 

product owners, and business domain experts. The 

introduction should be succinct, with no subheadings.  

 

At the heart of this cutting-edge approach lies the 

integration of generative AI within the domain mesh 

architecture. By leveraging the power of generative AI, the 

company empowers non-technical users to query data using 

natural language, eliminating the need for a deep 

understanding of underlying data channels or complex SQL 

queries. This enables seamless and user-friendly interaction 

with data, abstracting the complexities that often hinder 

swift and data-driven decision-making. A central highlight 

of this solution is incorporating large language models 

(LLMs) through Amazon SageMaker JumpStart, 

augmenting the system's capabilities and enriching the user 

experience. Additionally, the solution offers the flexibility 

to include third-party models, providing a customizable and 

tailored approach to meet the enterprise's specific needs. 

 

This research deep dives into the intricate details of the 

implemented modern data architecture, showcasing how 

generative AI plays a pivotal role in revolutionizing the 

company's data-driven practices. We explore the seamless 

integration of Amazon Bedrock, a fully managed service 

offering foundation models for generative AI applications, 

which scales effortlessly within the modern data 

infrastructure. 

 

The demonstrated solution serves as a testament to the 

promising potential of integrating generative AI with 

scalable data architecture, positioning the enterprise at the 

forefront of data-driven innovation. By providing a medium 

for fact-based inquiries and promoting effortless access to 

critical insights, this transformative approach revolutionizes 
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the company's data analytics landscape, ultimately 

streamlining business operations and accelerating progress 

towards achieving vital business objectives. 

 

2. Solution Architecture and Overview 
In the realm of cutting-edge research, a modern data 

architecture deployed on AWS (Amazon Web Services) 

emerges as a potent force driven by the amalgamation of 

artificial intelligence and natural language processing. 

Harnessing a robust suite of services, including Amazon 

Redshift, Amazon RDS, Snowflake, Amazon Athena, and 

AWS Glue, this innovative architecture presents a scalable 

and comprehensive solution for seamlessly integrating data 

from diverse sources. At the heart of this transformative 

approach lies the utilization of LangChain, a powerful 

library revered for its efficacy in working with large 

language models (LLMs). Leveraging the prowess of 

foundation models sourced from Amazon Bedrock and 

JumpStart within Amazon SageMaker Studio notebooks, the 

system empowers users to effortlessly pose business 

inquiries in natural English, enabling them to receive 

comprehensive answers, drawing data directly from relevant 

and diverse analytics databases. This unparalleled approach 

opens new research frontiers, epitomising modern data 

architecture's potential to revolutionize data retrieval and 

business decision-making through user-friendly and 

intuitive conversational interactions.  

 

 
Fig. 1 Architecture pattern: Answering questions against SQL-based data sources 

 The hybrid architecture employs a diverse array of 

databases and large language models (LLMs), skillfully 

integrating foundation models sourced from Amazon 

Bedrock and JumpStart. These powerful LLMs play a 

crucial role in identifying data sources, generating SQL 

queries, and producing coherent text along with associated 

results. 

3. Solution Workflow Steps 
 Fig. 2 illustrates the following workflow steps for the 

solution: 

 Commencing the process, a business user initiates the 

interaction by providing an English question prompt. 

 The ingenious implementation of an AWS Glue crawler 

orchestrates scheduled runs at frequent intervals, extracting 

vital metadata from databases and subsequently crafting 

table definitions within the AWS Glue Data Catalog. As an 

indispensable input to Chain Sequence 1, the Data Catalog 

feeds vital information to the system (refer to the preceding 

diagram). 
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Within Studio notebooks, the transformative power of 

LangChain comes to life, facilitating seamless interactions 

with large language models (LLMs) and prompts. In this 

stage, the essential prerequisite of defining an LLM is 

achieved. As an integral part of Chain Sequence 1, the 

prompt and Data Catalog metadata converge to drive the 

LLM, housed on a SageMaker endpoint, in pinpointing the 

most pertinent database and table via LangChain. 

The journey continues as the prompt, together with the 

identified database and table, advances towards Chain 

Sequence 2. 

Leveraging LangChain's dexterity, a seamless 

connection to the designated database is established, 

initiating the SQL query execution to retrieve the desired 

results. 

Armed with the results, the LLM unfurls its prowess, 

artfully generating an English answer thoughtfully infused 

with the relevant data. 

Culminating the transformative journey, the business 

user rejoices, receiving an eloquent English response to their 

prompt, derived from an intricate blend of data sourced 

from diverse databases. 

 

 
Fig. 2 Solution workflow steps  

 

 

 

 

 

 

 

Fig. 3 Key sequence of steps  
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4. Conclusion 
 Through rigorous exploration, we successfully achieved 

the seamless integration of a cutting-edge modern data 

architecture with the transformative capabilities of 

generative AI and LLMs within the formidable SageMaker 

framework. Embracing an ingenious hybrid approach, we 

harnessed an impressive array of text-to-text foundation 

models from JumpStart, complemented by third-party 

models, to accomplish a series of critical tasks. This 

included identifying data sources, proficiently crafting SQL 

queries, and skilfully generating comprehensive responses 

accompanied by query results, all while leveraging the 

prowess of Amazon Redshift, Amazon RDS, Snowflake, 

and LLMs. 

 As we continue to strive for excellence, I envision an 

array of exciting advancements to fortify this solution. This 

encompasses the potential incorporation of additional 

databases, the development of a user-friendly interface for 

English queries, exploring prompt engineering techniques, 

and embracing the power of sophisticated data tools. By 

charting this visionary path, we anticipate transforming this 

solution into an intelligent and unified conduit, enabling 

seamless insights from an extensive network of diverse data 

stores. 

For further depth and insights, I recommend 

researching the invaluable repository of Amazon Bedrock, 

unveiling a rich tapestry of use cases that celebrate the 

boundless possibilities of generative AI, foundation models, 

and large language models. Embrace this progressive 

technology's transformative potential, unlocking new 

discovery frontiers and driving innovation across diverse 

domains.
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