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Abstract - Breast cancer usually begins from the breast 

tissue and progresses rapidly. The disease is the most 

common cancer that women suffer from. With a late 

diagnosis of breast cancer, the likelihood of the relapse of 

the disease is increased. The earlier breast cancer is 

diagnosed, the greater the likelihood of successful 

treatment would be. Also, if cancer is diagnosed in the 

early stages, the likelihood of the relapse of cancerous 

tumours is decreased. The presence of various symptoms 

and features of this disease makes it difficult for doctors to 

diagnose. The neural network provides the possibility of 

analyzing patients' clinical data for medical decision 

making. The purpose of this paper is to provide a model 

for increasing the accuracy of the prediction of breast 

cancer. 

In this study, patients’ information has been collected 

from the standard database of Mortaz Super Specialty 

Hospital of Yazd. The medical records of 574 patients with 

breast cancer having a total of 32 features have been 

investigated. Each patient has been followed for at least 

one year. In order to provide a model of prediction of 

breast cancer, particle swarm optimization algorithm and 

MLP neural network are used. 

 

The proposed model was compared with the methods of 

the nearest neighbour, Naive Bayes and decision tree. The 

results show that the prediction accuracy of the proposed 

model is equal to 0.966. Also, for the methods of Naive 

Bayes, decision tree, and the nearest neighbour, prediction 

accuracy is 0.91, 0.929 and 0.913, respectively. 

 

In predicting breast cancer, the proposed model 

includes a minimum error rate and maximum accuracy 

and validity compared to other models. The naive Bayes 

method has a maximum error rate and minimum accuracy. 

 

Keywords - Breast Cancer, Particle Swarm Optimization 

Algorithm, MLP Neural Network, Increasing the 

prediction accuracy. 

I. INTRODUCTION 

Breast cancer is preventable and early 

diagnosable, and by providing specific strategies, it is 

possible to reduce the late referral of the patient. Effective 

treatment of breast cancer is important in order to increase 

survival, reduce death and improve quality of life. This 

disease is a major threat to the health of women and is 

considered as one of the most common causes in reducing 

the lives of women [1], [4]. Breast cancer is due to the 

excessive growth of abnormal cells in the breast [5], [6]. 

To predict, diagnose and treat the disease, many factors are 

applied, such as the presence of a mass, lymph nodes 

involvement, nipple niche, breast discharge, etc. [7], [8]. 

The large similarity in clinical and laboratory symptoms of 

breast cancer increases the risk of false diagnosis [9]. The 

mass is the most common symptom of breast cancer that 

often is detected accidentally by the patient herself, and in 

other cases, it is diagnosed by a physician in physical 

checkups [1], [2]. This mass may be painful, but in most 

cases, it is painless. In some cases, breast cancer occurs in 

multiple masses [10], [13]. 

The similarity of clinical and laboratory 

symptoms of breast cancer increases the likelihood of an 

error in diagnosis. Diagnosis and prediction of various 

diseases are possible by the neural network. Discovering 

useful patterns between disease and clinical and laboratory 

symptoms of a patient is one of the uses of neural network 

applications in medicine. A useful model is a model in data 

that describes the relationship between a subset of a 

patient’s data and the disease diagnosis [14]. 

In recent years, with the advances in early 

diagnosis of the disease, its treatment has been more 

successful. If breast masses are detected in small sizes, 

they can be well treated. A neural network is a new 

method for the early diagnosis of breast cancer. 

Sheikhpour et al. introduced the diagnosis of breast cancer 

using two-step reduction of the extracted properties of 

needle aspiration and data analysis algorithms [15]. The 

use of three data analysis methods for diagnosis of breast 
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cancer was introduced by Delone et al. that they were 

simulated the prediction of cancer by decision tree (C5) 

with an accuracy of 93.6%, artificial neural network with 

an accuracy of 91.2% and logistic regression model with 

an accuracy of 89.2% [16]. Aruna et al. predicted breast 

cancer through the WDBC database by data analysis 

models such as decision tree and Naive Bayes and neural 

network with an accuracy of 92.97%, 92.61% and 67/93, 

respectively [ 17]. Ester et al. provided a discrete linear 

analysis in the diagnosis of breast cancer using a WDBC 

database with an accuracy of 96.8% [18]. 

 

The accuracy of neural network’s diagnosis and 

prediction can be increased by setting the parameters of the 

network using collective intelligence algorithms. 

Collective intelligence is actually formed on the basis of 

the simulation of the collective behaviour of a group of 

animals like birds and fishes [19].In this study, it was 

introduced a model for increasing the accuracy of MLP 

neural network’s diagnosis and prediction based on the 

particle swarm optimization algorithm by designing a 

questionnaire completing and collecting data sets related to 

patients’ records in Mortaz super speciality hospital, Yazd. 

II. METHODOLOGY 

A. Data Sets Collection 

To prepare the data collection related to breast cancer, 

first, a standard questionnaire was designed on the basis of 

new features and then completed and collected in Mortaz 

super speciality hospital, Yazd. The data are related to 

2014 to 2015. The data set includes 574 samples, of which 

17 samples lack complete information. The samples 

lacking complete information were estimated by the 

maximum frequency method. For each patient, 32 features 

are registered. The initial values interval of the patient’s 

clinical features is shown in table 1. The class names and 

the number of available samples in each class are shown in 

table 2. The appropriate data format as the input of data 

analysis is effective in results and output. If the values of 

the dataset's features are in a different domain, the 

likelihood of an error in the findings will be increased. 

Normalization is said to put the data of a statistical 

population in the same domain [20]. In the proposed 

model, the normalization method is Max / Min and in the 

interval of [1-0] [21]. 

 

B. MLP Neural Network 

The variety of neural networks is quite wide, 

especially in medicine, is used by the learning process to 

predict diseases. The method identifies the relationships 

and patterns between data through processors called 

neurons [22],[23], [24]. The neural network approach 

provides a mapping between the input space (input layer) 

and the optimal space (output layer). The input layer 

receives the data and delivers it to the hidden layers. 

Information is processed in hidden layers and delivered to 

the output layer. Each network is trained by receiving 

some examples. Learning is done through the training 

process. Network learning is performed when the 

difference between the predicted values and the actual 

information is acceptable. The trained neural network is 

used for prediction with a new set of data [25]. The main 

features of the artificial neural network include the ability 

to learn patterns, high processing speed, the ability to 

generalize knowledge after learning, flexibility to deal 

with unwanted errors, and not to cause a significant 

disturbance if there is an error [26]. 

 

C. Particle Swarm Optimization Algorithm 

Particle swarm optimization algorithm or PSO 

uses social behaviour of bird or fish groups during food 

search to guide the population to the promising area in the 

search space [27], [28]. In PSO, each answer to a problem 

is the position of a bird in the search space that is called a 

particle. All particles include a value of merit obtained by 

the fitness function, which is the purpose of optimization. 

Moreover, each particle also has a component called the 

velocity that determines its path in the search space. The 

PSO population contains all the particles called the Swarm. 

The PSO algorithm includes the two models of velocity 

and location equations. The coordinates of each particle 

represent a possible answer associated with two vectors. 

The vectors of position ( ) and the velocity ( ) are the two 

dependent vectors and related to each i particle in the N-

dimensional search space, which are respectively 

expressed as follows.  
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1 2
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[ , ,..., ]
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A community of birds consists of a number of 

particles (possible responses) flying in an appropriate 

response space to search for optimal solutions. The 

position of each particle is updated on the basis of the best 

of its search, the best overall experience of group flight 

and the vector of the previous particle velocity, and based 

on the following equations. 
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In which c1 and c2 are two positive integer 

constants, r1 and r2 are two random numbers with uniform 

distribution in the range [0, 1] and w is the inertia weight 

which is chosen as follows. 

 

max min
max

max

*
w w

w w iter
iter


   

Which maxiter    is the maximum number of repeats, and 

iteration is the number of current repeats. 
k

iPBest   Is the 

best position of the particle, which is obtained on the basis 

of the particle's experience, is 
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1 2[ , ,...., ]k pbest pbest pbest

i i i iNPBest x x x  

k

iGBest   Is the best position of the particle-based on the 

general group experience (3) and consists of: 

1 2[ , ,...., ]gbest gbest gbest

NGBest x x x  

And K is the repeat index. 

 
Table 1. Names And Number Of Class Samples 

 
 

D. The Proposed Model 

In this paper, MLP (Multilayer perception) network is 

used to predict breast cancer. This network contains an 

input layer, one or more hidden layers and an output layer. 

The available datasets in the files of patients with breast 

cancer are sent to the input layer for processing. To train 

the network, the backpropagation algorithm (BP) is usually 

used. During the training of the MLP network using the BP 

learning algorithm, the computation is first performed 

from the network’s input to the network’s output, and then 

the calculated error values are released to the previous 

layers. Initially, the output is calculated layer by layer, and 

the output of each layer is the input of the next layer. In 

backpropagation mode, the output layers are firstly 

modulated since there is a desirable amount for each 

neuron of the output layer, and it is possible to modulate 

the weights by their help and updating rules. 

 

All features and findings are of particular importance 

in the diagnosis and prediction of breast cancer. In other 

words, all features do not have the same value. For 

example, in the diagnosis of the disease, two features of 

the BMI and the presence of a tumour include different 

significance. It is important to know the value of each 

feature and how much it plays a role in diagnosing the 

disease. In the study, the value and role of each feature are 

specified by the neural network, and the disease is 

diagnosed. The training stages of the neural network of the 

proposed algorithm are: 

 

• Step One: Each matrix input value is assigned a 

random weight. 

 

• Step Two: The appropriate input and output 

vector is selected. 

 

• Step Three: The output of a neuron in each layer, 

and so, the output of neurons in the output layer is 

computed. 

 

• Step Four: Weights are updated to the previous 

layers by the method of network error propagation. 

 

• Step Five: The function of the trained network is 

evaluated. 

 

After training, the neural network will be able to 

accurately predict the noise levels. The overall structure of 

the used neural network is shown in Fig 1. and Fig 2 shows 

the trend of the proposed approach. 

 

Fig. 1 The Structure of Artificial Neural Network 

 

The weakness in the results of the MLP neural 

network may be due to the long or uncertain learning time, 

the inability to properly select the learning coefficients and 

the inappropriate distribution of the primary weights. One 

of the factors of disruption in neural network’s learning is 

inappropriate values of parameters. In this paper, the PSO 

algorithm is used to set parameters for learning the 

network. The target function for the PSO algorithm is 

defined as shown in fig 2. In the proposed algorithm, the 

number of hidden layers and the number of hidden neurons 

in each layer are considered as particles. Assuming: 

 

m= the number of hidden layers 

 

n= the number of hidden neurons in each layer 

 

The values of n, m must be closer to the values. The 

proposed algorithm is obtained when the values of n, m 

make our desired criteria achieve their optimum levels. In 

this case, the updated n, m that makes our intended criteria 

are optimal is considered as n, m. Also, the best global is 

obtained when the values of n, m are equal to the values.  
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Fig. 2  The Trend of the Proposed Approach 

 

By placing and in 
k

iPBest    an equation, the 

particle velocity is calculated. Then, by placing the 

particle’s velocity in 
k

iGBest    an equation, the particle 

position can be calculated. The following relationships are 

used to calculate the next position of each particle. 
 

1 1

1 1

k k k
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 
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The obtained in  + 1 and im  + 1 from above are new 

particles, and they are placed in the position of the 

available n, m in the preceding stage. Thus, the values of n, 

m, defined in the MLP neural network as static, are 

converted into dynamic variables in the PSO algorithm and 

changed depending on the network conditions. The 

methodology and the chart of the PSO algorithm’s 

workflow for calculating optimal m and n are shown in Fig 

3. 

 
Fig. 3 The chart of the methodology of PSO algorithm and optimal m 

and n 
 

 

III. RESULTS AND DISCUSSION 

The proposed model is compared with the three 

methods of Naive Bayes [29], decision tree [30] and 

nearest neighbour. The relationship between actual classes 

and predicted classes can be calculated using the 

Confusion matrix. In Fig6, the required parameters of the 

Confusion matrix are indicated. At each stage of the 

implementation of the PSO algorithm, the accuracy of 

predicting the MLP neural network is increased. In Fig 4, 

the error percent has been shown in 40 stages for 

predicting the disease in the proposed algorithm. As seen, 

the accuracy of predicting breast cancer is increased in 

each stage. 
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Fig. 4 Error Percent for the prediction of breast cancer in the 

proposed model 

 

Fig6 illustrates the chart of the results of different 

methods’ diagnosis with the criterion of accuracy. As 

seen, the proposed model has more accuracy than other 

methods. Also, the comparison of the results of 

predicting the disease with the criteria of sensitivity and 

specificity have been shown in Tables 3 and 4, 

respectively. Tables 5 and 6 have compared the results of 

the methods with the Precision and F-Measure criteria, 

respectively. The comparison results indicate the 

superiority of the proposed model's performance. In table 

7, the proposed method has been compared with other 

methods by the criteria of F-Measure, Precision, 

Sensitivity, and Specificity. Table values indicate a 

better performance of the proposed method. 

 
Table 3. The Comparison Of The Results With The Criterion Of 

Sensitivity 

 
 
Table 4.  The Comparison Of The Results With The Criterion Of 

Specificity 

 
 

Fig. 6 The chart of the results with the criterion of 

Accuracy 

 

 
Table 5.  The Comparison Of The Results With The Criterion Of 

Precision 

 
 

 

Table 6.  The Comparison Of The Results With The Criterion 

 
 

Table7.  The Overall Comparison Of Data Analysis Methods 

 
 

In this study, a collection of less famous and effective 

patterns in the incidence of breast cancer has been 

processed on the basis of a local database. Designing and 

completing questionnaires, recording clinical symptoms, 
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and laboratory results in the used datasets have been 

compiled by the authors of the paper in super-speciality 

Mortaz hospital, Yazd. Research on breast cancer 

prediction has some limitations, including the small 

number of patients for creating the model, missing data 

and incomplete variables. In this study, the acceptable 

number of patients with appropriate variables and the least 

amount of missing data have been used. The present study 

predicts breast cancer using patients’ clinical and 

laboratory features and through genetic algorithms and 

data analysis. The proposed model of the study includes 

the normalization of features, the selection of features, 

weighting to features, and the introduction of a method for 

predicting breast cancer through weighted features. 

 

Mass features, tumour size, family history, the number 

of changes in the image of the previous mammography 

compared with the current image of the patient had the 

highest efficacy in the categorization of the proposed 

model. Also, the features of the type of delivery, breast 

pain and age of the first abasement had the least effect on 

categorization. The variables of the type of the used edible 

oil, fabric material of the bra and use of armpit’s spray had 

no effect on the diagnosis and prediction of malignancy of 

breast cancer. In this study, in addition to identifying the 

most important features, we achieved a better performance 

in terms of accuracy, sensitivity and specificity indicators 

through the selection of features based on the genetic 

algorithm. 

 

Aruna et al. predicted breast cancer using observer 

classifiers such as Naive Bayes and Decision Tree on the 

datasets of the WBCD database. Based on the criteria of 

Accuracy, Sensitivity, Specificity, Precision, Recall and F-

Measure in the simulation results, the proposed model has 

better results than this paper [31]. Land and Warhegen 

used the support vector machine on the breast cancer 

datasets for prediction [32]. The results of the experiments 

showed that The support vector machine has an accuracy 

of 96.7%. Kian et al., by using the RBF and MLP methods 

for predicting breast cancer, reached the accuracy of 

96.18% and 95.74%, respectively [30]. Charasia et al. 

achieved an accuracy of 96.4% using the SVM method in 

[34]. Sarvestani et al. predicted malignancy of breast 

cancer by comparing the mean of squared error in multi-

layer, competitive, and radius-based neural networks that 

the best accuracy was for the radius-based neural network 

[35]. Lavania et al. obtained an accuracy of 94.84% 

through the data of the WBCD database and decision tree 

with a two-stage categorization [36]. 

 

Tolouei et al. [37] provided the prediction of relapse 

of breast cancer using three data analysis techniques. The 

performed studies show that the accuracy of the three data 

analysis algorithms, i.e. decision tree, ANN and SVM, was 

0.936, 0.494, and 0.947, respectively. Kiani et al., in the 

developed model [38], had a specificity and sensitivity of 

65% and 96%, respectively. In the study reviewing the 

past, they were used 809 patients with breast cancer and 89 

features of each patient. Atashi et al. [39] discovered 100 

associative relationships with reliability coefficients above 

90%. 10 relationships of the whole were reported as being 

significant. Kavrasia et al. [40] used a decision tree to 

predict breast cancer with an accuracy of 74%. The 

accuracy of 87% in the diagnosis of breast cancer using the 

C4.5 tree was the result of the work of Soria et al. [41]. 

 

Salaama et al. used a fuzzy-neural network approach 

to predict breast cancer. The prediction accuracy of this 

method was 95.06% [42]. While the proposed model with 

an accuracy of 96.6%, the sensitivity of 96.8% and 

specificity of 97.5% has a better performance in the 

diagnosis of breast cancer than the methods of Naive 

Bayes, decision tree, and the nearest neighbour. 

 

In the proposed method, the purpose was to design 

and evaluate a medical assistant model for the 

determination of breast cancer malignancy using the PSO 

algorithm to increase the accuracy of the neural network. 

The designed medical assistant model in this research has 

been successful in the diagnosis of malignancy and has 

performed the categorization with acceptable accuracy. 

Experiments and simulations showed that the medical 

assistant system introduced in this study reached the 

accuracy of 96.6% for the data set of local patients with 

breast cancer in the Mortaz Hospital of Yazd, which was 

higher than similar research on different datasets. 

 

IV. CONCLUSION 

Search in medical databases for knowledge and 

information to predict, diagnose and decide is of data 

analysis applications in medicine. Hereditary algorithms 

such as genetic algorithms can be used to optimize data 

analysis techniques. The proper prediction and diagnosis 

of breast cancer increase the chances of successful 

treatment with the use of artificial intelligence and 

machine learning. 

In the paper for prediction and diagnosis of breast 

cancer, the PSO algorithm was used to optimize neural 

network Results, and a new model was proposed. The 

simulation results show that the proposed model with the 

accuracy of 0/966 is more accurate than the methods of 

Naive Bayes, decision tree and the nearest neighbour. 
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Appnedix1. Table 1. The whole features for 32 patients. 

 
Table 1. The interval of the values of patients’ clinical features 

 


