
International Journal of Computer Trends and Technology                    Volume 68 Issue 11, 24-42, November 2020 

ISSN: 2231 – 2803 / https://doi.org/10.14445/22312803/IJCTT-V68I11P104                                               © 2020 Seventh Sense Research Group® 

          

 This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/) 

Original Article 

Scalable multiple representation and dynamic 

classification by multiple specialization of 

objects in OO-Prolog   

Macaire Ngomo
1
 

 CM IT CONSEIL – Engineering and Innovation Department  – 32 rue Milford Haven 10100 Romilly Sur Seine 

(France) 
 

Received Date: 30 September 2020 

Revised Date: 13 November 2020 

 Accepted Date: 14 November 2020  

 

 

Abstract - This study takes place within the framework of the 

representation of knowledge by objects and within the 

framework of our work on the marriage of logic and objects. 

On the one hand, object-oriented programming has proved 

to be appropriate for constructing complex software 

systems. On the other hand, logic programming is 

distinguished by its declarative nature, integrated inference, 

and well-defined semantic capabilities. In particular, 

inheritance is a refinement mechanism whose mode of 

application leaves several design choices. In the context of 

this marriage, we describe the semantics of multiple 

inheritances in a non-deterministic approach, the conceptual 

choices of integration of multiple inheritances made for the 

design of the OO-Prolog language (an object-oriented 

extension of the Prolog language respecting logical 

semantics) as well as its application to multiple evolutionary 

representations that support classificatory reasoning and to 

dynamic classification by multiple specifications of logical 

objects. 

Keywords - Object-oriented logic programming, object-

oriented representation, multiple inheritances, multi-point of 

view, classificatory reasoning. 

I. INTRODUCTION 
Inheritance is a refinement mechanism whose mode of 

application leaves a number of design choices. In this article, 

we describe the semantics of inheritance [11] [12] in a non-

deterministic approach as well as the conceptual choices of 

integration of monotonous multiple inheritances made for the 

design of the OO-Prolog language (an object-oriented 

extension of the Prolog language respecting logical 

semantics) [72] [73] [74] [75] [76] [77] [78] [79] as well as 

its application to the dynamic classification by multiple 

specializations of logical objects. Our work concerns the 

multiple and evolutionary representation of objects that 

supports reasoning by classification [68] [21] [24] [17] [14] 

[30] [52] [53] [54] [55] [57] [NEBEL 90] [QUI93] [58] [35]. 

This representation must, therefore, allow a dynamic 

classification of logical objects and follow classificatory 

reasoning. Reasoning by classification consists of finding the 

most specialized class or category to which an object belongs 

and retrieving knowledge related to this location. 

The inheritance management model of the OO-Prolog 

language is based on the non-determinism of logic 

programming, on explicit naming, and on the concept of full 

attribute naming, which allows conflicts to be resolved 

before they arise. The OO-Prolog language adopts a dynamic 

inheritance for both attributes and methods. This is a 

difference with classical models such as the ObjVLisp model 

from which it was inspired. Let us recall that ObjVLisp 

makes a static inheritance of the instance variables, which 

results in the flattening of the inheritance graph regarding the 

state of an object. The result is that an object in ObjVLisp is 

a vector of instance variables where all inheritance 

information has disappeared. 

II. THE OBJECT PARADIGM AND ITS 

DIMENSIONS 

The paradigm of object-based programming, born with 

Smalltalk [37] at the end of the 1970s, has become very 

popular: object-based languages, object-based 

representations in artificial intelligence, object databases, 

object-based design in software engineering, etc. The 

paradigm of object-based programming is now being used in 

many different fields. It gives great power of expression, 

ease of maintenance, and reusability superior to other 

paradigms: imperative (example with C), functional 

(example with LISP [89] [90] [90]) or logical (example with 

PROLOG [88] [91] [90]), etc. However, it requires a greater 

abstraction capacity than imperative or functional 

programming to choose the "objects" to be reified and define 

inheritance and composition between classes in a meaningful 

and coherent way. 
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The main dimensions of the object paradigm which are 

classification, inheritance which introduces the notions of 

generalization and specialization, encapsulation and 

polymorphism (generic functions), were brought together for 

the first time in Smalltalk 76 [37], although the ideas of class 

and instance, and inheritance had matured with SIMULA 

[23]. Classes were seen as objects, created by metaclasses, in 

the object languages created above Lisp, then in Smalltalk 

80 [37]. This vision was taken up again in Java, where 

everything is an object, the elements of world representation, 

the elements of graphical interfaces, and the elements of the 

language like functions, classes, events, errors, and 

exceptions. The composition was later added as an 

autonomous dimension with UML and is present in modern 

languages such as Java. 

A. Encapsulation 

In the object paradigm, encapsulation concerns the 

grouping of variables and functions into classes and the 

grouping of classes and interfaces into packages. Classes, 

functions, and packages are also namespaces that ensure 

uniqueness within the names of the elements composing 

them. From the outside, it may be necessary to prefix the 

names of imported public elements by the name of the class 

or package from which the referenced element comes (or by 

this or by super). Encapsulation ensures the grouping in the 

same elements (classes or packages) of lower-level elements 

strongly linked. It ensures the protection and partial 

visibility of the elements outside. Encapsulation ensures the 

independence between a class's layout, a function, a 

package, and how it is presented concerning the other 

objects using it. The public presentation of an element 

ensures that a contract will bind that element about what it 

does, but not how it does it, which is the responsibility of its 

implantation. Therefore, it can be changed without affecting 

the operation of the other elements that use it, for example, 

to change internal variables or the algorithms used. The 

encapsulation and access levels (private, public, etc.) give 

rise to the reusability of software elements and software 

evolution. 

B. Inheritance 

The organization of classes in specialization hierarchies 

makes it possible to create complex classes from more 

general classes by refining the general description. A 

subclass is built from another class by adding members or 

restricting members existing in the other class. The 

mechanism by which a class retrieves information inherited 

from its superclasses is called inheritance. Inheritance is, 

therefore, a mechanism for sharing information by factoring 

in members. Inheritance between classes allows the reuse of 

the structures or behaviours introduced, and facilitating 

updating, avoiding duplication of information. When several 

classes have common characteristics, it is possible to create 

a more general classifier that groups together these 

structures (classes) or behaviour (interface) properties. It 

reduces the need to specify redundant information and 

simplifies updating and modification because it is located in 

one place. Inheritance makes it possible to infer all the class 

members not explicitly given there by searching for them in 

the higher classes (ancestors) in order from the most refined 

to the most general. This inference mechanism comes back 

to an algorithm for browsing the class graph according to a 

defined strategy. 

a)Simple inheritance 

Inheritance has long been seen as an inheritance of 

structure first and behaviour second. This is no longer the 

case with Java and UML, which distinguish two forms of 

inheritance: class inheritance is an inheritance of structures 

and behaviours, interface inheritance is only an inheritance 

of behaviours. An inherited class is generally an abstract 

class, which will have no instance, but which constitutes an 

algebraic type (a structure with operations). You can have as 

many levels of inheritance as you want. When a class 

inherits from a more abstract class, it inherits its attributes 

and its operations or methods. 

b)Multiple inheritances 

Multiple inheritance is an extension to the simple 

inheritance model where one class is allowed to have several 

parent classes to model multiple generalizations. An object 

can be considered from several points of view. This is the 

main reason we have to consider multiple inheritances. For 

example, the cathedral of Notre-Dame de Paris is both a 

work of art and a place of worship. Care must be taken to 

avoid homonymy, which should not mix two structures 

instead of giving them two different names. At first glance, 

it seems that one class can inherit from several classes 

because an object can have several parts, and the object has 

been attributed to the properties of its parts (metonymy). 

However, only the question of points of view corresponds to 

inheritance because if an object is composed of several parts, 

it will be constructed by a compositional mechanism. At the 

design stage, it is legitimate to describe a class inheriting 

from several classes. If the programming language used does 

not allow multiple inheritances, the problem will have to be 

solved at the implementation stage.  

The use of multiple inheritances is not without its 

problems. For example, if the two base classes have 

attributes or methods with the same name, there are naming 

collisions that need to be resolved. In programming, 

managing multiple inheritances of structures is difficult 

because if inheritance causes a conflict over attributes, you 

have to rename an attribute in one of the classes or see the 

design error that causes the Conflict. If inheritance causes a 

conflict of methods, a conflict resolution strategy, i.e., a 

choice or combination procedure as in CLOS [6] [22] [43], 

should be used. This is why some languages such as 

Smalltalk or Java prohibit multiple inheritances of 

structures. Some languages prefix the name of the attribute 

by its class of origin. If multiple inheritances are allowed, it 

is not advisable to do multiple inheritances on several levels. 
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It is better to do it only for instantiable classes and that these 

classes are not inherited. The notion of an interface in Java 

avoids multiple inheritances for classes while allowing the 

inheritance of behaviours. An interface only defines static 

constants and declares abstract methods. It represents a 

promise of services. There can be multiple inheritances 

between interfaces, and a class can implement several 

interfaces without conflicts since no instance variable and no 

method is defined. 

We will come back to this dimension to describe the 

conceptual choices of integration of multiple inheritances 

made for the design of the OO-Prolog language and the 

strategies for resolving inheritance conflicts. 

C. Polymorphism 
Polymorphism is that several functions can have the same 

name if they do the same thing on different objects. The 

function is then said to be generic. The form in which a 

function is called does not completely determine the function 

that will be executed since functions are generic: they only 

define a contract on how they behave. Their call parameters 

have a type that will select the concrete function that will be 

executed. And therefore, the same function call can trigger 

different methods depending on the objects passed to it. Even 

if the variables have a type, several objects can correspond to 

this type because of inheritance between classes and between 

classes and interfaces. The object will execute the method 

defined in the most specialized class of which it is a part. A 

generic function call must first resolve which method applies 

and then apply it to the call's arguments. In some cases, the 

decision may be made statically, once and for all, and the 

method call at compile-time may replace the function call. In 

other cases, the same call may correspond to objects of 

different types, and resolution can only be made at runtime. 

 

D. The composition 
When an object is composed of several parts, its 

composition is constructed because variables will reference 

the object's attributes and parts. The object's behaviour can 

be distributed on its parts and accessible by calling methods 

on the object's parts via its variables. 

III. INHERITANCE SEMANTICS 

Almost all object languages implement a notion of 

inheritance between classes. As we have just seen, the 

Principle is to specialize and factorize. This allows 

knowledge to be shared efficiently to obtain, on the one 

hand, a more compact code and, on the other hand, a finer 

representation of the problem to be solved. The programming 

of an application in these languages will consist of grouping 

the most general information into classes, which are then 

specialized step by step into sub-classes implementing more 

specific behaviours. The classes are organized in an 

inheritance graph, which allows visualizing the links between 

them. However, inheritance is a refinement mechanism 

whose mode of application leaves a certain number of design 

choices. In particular, the mode of composition of the 

properties must be defined. To do this, we are faced with two 

design choices: the semantics of inheritance [11] [12] and the 

path strategy of the inheritance graph, i.e., the order in which 

the classes will be considered. 

In this section, we come back to this concept of 

inheritance to describe its semantics and the choices that 

were retained for the OO-Prolog language conception. 

The traditional definition of inheritance presupposes 

non-monotonous semantics in the composition of the 

different inherited classes. This means that when a subclass 

redefines a method, this redefinition replaces or hides the 

definition already given in the overclass. Thus, if an 

instance of this class receives a message that must be 

answered by executing this method, the subclass's 

definition will be executed. In practice, a mechanism is 

often provided to override this. For example, this sends a 

message to super in Smalltalk-80, which explicitly 

designates the definition in the classes above. 

Several languages and models are based on this 

inheritance model. In these languages, the semantics of 

inheritance is non-monotonic. Generally, these languages 

use the same strategies as common object languages, such 

as the linearization of the inheritance graph classes. 

Examples are ObjVProlog [48] [49] [50] and Prolog++ [66] 

[47]. Others support multiple inheritances and offer no 

means of resolving conflicts (e.g., the systems of Kowalski 

[44] [45] and Zaniolo [94]). 

Gallery [32], Leonardi, and Mello [46] propose object-

oriented logic programming to replace non-monotonous 

semantics with monotonous semantics backtracking would 

explore all the definitions vertically, from the subclasses to 

the superclasses. This approach is interesting from the point 

of view of first-order logic, which is monotonous. However, 

it poses a major problem. Indeed, if the inheritance is used to 

build based on another class, which supports the idea of 

monotonous semantics, it is also used to differentiate 

behaviours. It often happens that an entity is modelled by a 

class, saying: my instances will be like those of such and 

such a class (inheritance) except for such and such behaviour 

(differentiation). This last interpretation, therefore, requires 

non-monotonous semantics. This necessity to have a way to 

reintroduce non-monotonous semantics of inheritance has led 

Gandilhon [33] to propose a new form of cut to prevent 

backtracking on definitions in inherited classes. He calls this 

cut "cut_inheritance."  

Monotonous semantics provides a solution from the point 

of view of first-order logic programming. However, OO-

Prolog adopts non-monotonic inheritance semantics because 

it is more common in object-oriented programming 

languages. 

For the design of OO-Prolog, we have retained the non-

monotonous semantics of inheritance for two main reasons: 
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 because the traditional definition of inheritance assumes 

non-monotonic semantics in the composition of the 

different inherited classes 

 It is the most common in object languages and is 

necessary in many cases to differentiate objects' 

behaviour. 

IV. TECHNIQUES FOR RESOLVING INHERITANCE 

CONFLICTS 

Inheritance is a mechanism for both hierarchical and 

deductive information sharing, defined on a set of objects 

partially ordered by a specialization relationship. This 

deductive aspect is of particular interest here. Each of these 

classes has properties (attributes or methods): the inheritance 

object: the subclasses inherit them from their superclasses. 

As a first approximation, these properties have values 

(scattered in the inheritance graph) and a name (or selector). 

Multiple inheritances allow more flexible modelling of an 

application by avoiding the multiplication of useless classes. 

On the other hand, this form of inheritance can introduce 

conflicts. The problem of conflicts falls within the general 

framework of Fig. 1 taken from [69] [25] [26], where and are 

two direct superclasses, both of which have the property P, 

each without Conflict. 

 

 

 

 

 

 

 

 

 

Fig. 1 Primitive scene 

There is no universal technique for resolving these kinds 

of conflicts, and there are a wide variety of techniques for 

resolving them. Different views on how to resolve them are 

often contradictory. In software engineering, the risks of 

error and confusion must be avoided at all costs: conflicts are 

therefore generally prohibited because they are incompatible 

with a programming framework based on rigour and 

reliability. In artificial intelligence, multiple inheritances are 

a natural and indispensable principle for modelling real-

world situations and entities. We describe below the common 

techniques [8][7] [59] [60] [61] [62]. 

A. Conflict resolution by mistake 

Error-based conflict resolution occurs when the 

language's semantics consider the collision illegal and cause 

an error in compiling the inheriting subclass. 

B. Conflict resolution by equivalence 

We speak of conflict resolution by equivalence when the 

semantics of language consider the same name introduced by 

different classes as referring to the same field. 

C. Conflict resolution by renaming 

Conflict resolution by renaming occurs when the 

language's semantics consider the same name introduced by 

different classes as referring to distinct fields, thus 

duplicating the renamed components. The expressions 

"conflict resolution by duplication" and "conflict resolution 

by renaming" are synonymous. The Eiffel language uses this 

Principle. The program example below shows how this is 

done in the Eiffel language (renaming of conflicting 

attributes and methods) [8]. 

For example : 

 CLASS Problem 

  EXPORT origin, priority... 

  FEATURES ... 

 END 

 CLASS Document 

  EXPORT origin, priority... 

  FEATURES ... 

 END 

 CLASS Of_delay 

  EXPORT ... 

  INHERIT 

   problem RENAME origin  

AS hazard_manufacturing, 

   AS priority priority1 ; 

   document RENAME origin  

AS programme_fabrication, 

   AS priority priority2 ; 

  FEATURES . 

 END 

D. Conflict resolution by qualification 

We speak of conflict resolution by qualification when 

the semantics of language requires that all references to the 

selector fully qualify the source of its statement. In C++, for 

example, the attribute name includes the overclass's name, 

so references to the name fully qualify the source of its 

declaration. 

E. Conflict resolution by points of view 

Here is an object-oriented description of the Computer 

with a technical and an accounting interpretation. In the 

example below, multiple inheritance conflicts over the 

Duration and Priority attributes are handled by viewpoints in 

 

 

 

 

P P 
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OBJLOG [27] [28] [15]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2 Points of view 

Let us imagine the Computer class (see Fig. 2). This 

class inherits the Accounting Service and Computer 

Workshop classes. The Accounting Service class will have a 

Lifetime attribute (depreciation period), and the Technical 

Service class will also have a Lifetime attribute (warranty 

period). When you want to access this attribute, you will 

have to specify by some means or other if you want to access 

its value from a "technical" or "accounting" point of view. 

"A point of view is an interpretation of all or part of the data 

of a class corresponding to an abstraction of the real world" 

[8]. A class may, therefore have several points of view. The 

sum of these points of view, i.e., the whole class, will be 

called perspective. "A perspective is a composite class 

representing different interpretations (points of view) of the 

same abstraction of the real world" [8]. 

Languages that resolve multiple inheritance conflicts 

based on their classes' decomposition into viewpoints will 

somehow shorten the path's qualification more intuitively 

than languages. All references to the selector fully qualify 

the source of its statement (see conflict resolution by 

qualification). We will speak of conflict resolution by 

points of view when the semantics of the language use the 

modelling of perspective classes decomposed by the 

delimitation of points of view. This concept is fundamental 

in knowledge representation [84], where different types of 

knowledge do not have the same meaning in different 

domains of discourse. For example, the OBJLOG language 

defines a mother class as a perspective for a daughter class. 

Unlike CLOS, which resolves possible conflicts using a 

precedence list, OBJLOG enshrines the point of view. The 

conflict resolution algorithm will reason by difference or 

equivalence of points of view. 

F. Conflict resolution by a combination of methods 

The combination of methods aims, when sending a 

message, to combine the execution of different methods of 

the same object. These methods which have the same 

selector are in call conflict. This technique, used, for 

example, in the FLAVORS system, consists of labelling the 

methods to determine a certain sequence. It is the notion of 

a demon that is used here. In the KEE language, these 

labels aim at managing specialization to avoid arbitrary 

masking of the method's code (overloading) or, more 

generally, conflicts in multiple inheritances [8]. In this case, 

a parameterization of the path of the inherited classes is 

given by the combination. This Principle of method 

combination is based on the generic functions introduced in 

the CLOS language [6] [22] [43]. We speak of conflict 

resolution by method combination when the semantics of 

the language use method labelling (daemon) to allow 

certain chaining. Moreover, the combination provides a 

parameterization of the path of the inherited classes. 

G. The path of the inheritance graph 

In many languages, inheritance conflicts are resolved by 

defining an order in which outliers will be examined to find 

the property definition used to respond to a message. 

Classically, this is equivalent to defining a total or partial 

order in the inheritance graph or in the subgraph whose 

source is the instantiation class of the object that receives the 

message. If the searched property is located at different 

places in the hierarchy, the first-class found by the path 

algorithm's execution will be selected; hence the importance 

of knowing the algorithm used during programming to 

predict the result. Here the direction of the graph will play a 

role in resolving the Conflict since it will, to a certain extent, 

specify the classes' priorities. Linear techniques have the 

major disadvantage of systematizing each Conflict's 

treatment without considering the semantics of the properties 

involved. As Masini [Masini & al. 89] points out, conflict 

Computer 

Attributes 
Lifetime 
Membership 

 ... 

Computer 

Attributes 
Lifetime (warranty) =  

Membership =  

... 

Computer 
Attributes 

Lifetime (amortization) 

=  

Membership =  

 
... 

Computer workshop 

 Attributes 
Lifetime 

 Priority 

... 

Accounting department 

Attributes 
Lifetime 

 Priority 

 ... 

Computer 

Attributes 

Lifetime (point of view=IT workshop)= 

 
Belonging (viewpoint=accounting department)= 

 
Priority (single viewpoint)=1 

 ... 

computer workshop 

5 years. 3 years. 

fiscal year 1993 

maximum warranty renewal period 

 
depreciation period  
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resolution can only be reliable if it considers the knowledge 

related to the application. Systematically applying a default 

solution cannot, therefore, correctly resolve each case. 

Therefore, the algorithms used in the graph must be taken 

into account according to the problems' nature to be solved 

[8]. Certain modes of conflict resolution (collisions and 

repeated inheritances) prevent this arbitrary choice, dictated 

by class specialization's chronology. 

V. INHERITANCE MECHANISMS IN OO-PROLOG 

OO-Prolog is one of the many hybrid languages 

resulting from work on the integration of object-oriented 

programming paradigms and logic programming paradigms 

[9] [39] [42] [40] [5][18] [19] [34] [38] [80] [1][2][3][31] 

[20] [41] [51] [56] [92] [67] [48] [49] [50] [66] [72] [73] [74] 

[75] [76] [77] [78] [79] [35][36][85][86][87]. 

OO-Prolog supporte l'héritage multiple avec une 

sémantique non-monotone. Pour résoudre les conflits 

d'héritage en OO-Prolog, nous adoptons une solution basée 

sur la résolution non-déterministe, sur la notion de point de 

vue et sur le concept de nom complet d’attribut. 

Pour beaucoup de langages à objets usuels, une stratégie 

par défaut de parcours du graphe est nécessaire. Les 

stratégies linéaires restent, pour l'instant du moins, le 

meilleur compromis [Masini & al. 89]. Pour certains, elles 

sont actuellement les seules techniques acceptables [69][ 25][ 

26]. Cependant, trois raisons nous amènent à proposer, pour 

la programmation logique par objets, une approche non-

linéaire, non-déterministe. Premièrement, comme le souligne 

Masini, il n'existe sans doute pas une stratégie linéaire 

universelle, idéale, satisfaisante dans tous les cas [Masini & 

al. 89]. Deuxièmement, les techniques linéaires ont 

l'inconvénient majeur de systématiser le traitement de chaque 

conflit, sans tenir compte de la sémantique des données qui y 

sont impliquées. Enfin, la possibilité qu’offre Prolog 

d'explorer, par retour arrière, toutes les alternatives possibles, 

permet, en cas d'ambiguïtés, de considérer un objet avec tous 

ses points de vue (sans aucune discrimination). 

OO-Prolog adopts a dynamic inheritance for both 

attributes and methods. However, attribute inheritance and 

method inheritance are treated differently. 

A. Attribute inheritance 

For the choice of the inheritance model of the OBJLOG 

language, Dugerdil and Chouraki hypothesized that the 

conflicting attributes do not have the same semantics [27] 

[28] [15]. We take up some of OBJLOG's ideas and retain 

this hypothesis to provide the means to resolve name 

conflicts before they arise. In OO-Prolog, attribute name 

conflicts are resolved by the concept of full name [29]. If an 

attribute is defined in a class, its full name is the term whose 

functor is equal to the attribute name and whose only 

argument is the definition class. This means that two 

attributes with the same name but not having the same origin 

(definition class) have different full names and are 

considered semantically different. This is the case here for 

the 'department' attributes defined in the classes #' Employee' 

and #' Student' (Fig. 3). 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3 Full name of an attribute in OO-Prolog 

As we have already seen, an attribute is represented by a 

Prolog term of arity one. Its argument corresponds to the 

point of view that determines the interpretation of the 

attribute: <name>(<interpretation>) 

Each attribute inherited from an overclass, therefore, has a 

different interpretation from the others. A class then inherits 

all the attributes of its upgrades. Two attributes are 

homonymous if they have the same name and if the 

intersection of their labels is empty (for example, 

department(#'Employee') and department(#' Student') are 

homonymous). Conversely, two attributes are different if 

their names are different (for example, name(#' Person') and 

age(#' Person') are different). 

 

 

 

 

 

 

 

 

 
Fig. 4 Interpretation of an attribute 

As in OBJLOG, we define a mother class as a point of 

view for a daughter class. Thus we can use the inheritance 

relation to introduce the notion of disjunctive interpretation 

of an attribute at the level of class C, i.e., the set of 

interpretations of the same name's attributes (but not masked) 

in the subgraph of C. It corresponds to the set noted 

{c1,...,cn}, where ci are classes, maximum lower bounds for 

this attribute at the level of class C. In the context of Fig. 4, 

the disjunctive interpretation of the 'department' attribute at 

class level #' Employee_Student' is {#' Employee,' #' 

Student'}. The disjunctive interpretation of an attribute at its 

#'Person' 

name(#'Person') 

#'Employee’ 

 ' Department (#'Employee') 

#'Student’   

 ' department(#'Student') 

... 

... ... 

#’Person” 

   #’Employee’ 

       
.department(#’Employee’) 

            
            #’Student’ 

#’Employee_Student’ 

.department(#’Student’) 
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definition class is the singleton composed of this same class. 

For example, the department attribute's disjunctive 

interpretation at the class level #' Employee' is the singleton 

{#'Employee'}. Thus, when a method called the 

interpretation of an attribute is a free variable, it is unified 

with each of the disjunctive interpretation elements at the 

current class level. Therefore, let's be an instance of the class 

#' Employee_Student, 'having for study department "La 

Seine-Maritime" and work department "La Haute-Seine." 

The processing of the following request is done as follows:  

 first, find the disjunctive interpretation of the 

"department" attribute at the level of the current class, 

here Employee _Student: {#' Employee,' #' Student'}, 

 using backtracking, instantiate the variable Int with each 

of the elements of this set and calculate the attribute's 

value corresponding to each interpretation. 

We then obtain: 

O <- getval(department(Int),Val). 

(1) {Int = # 'Employee', Val = La Haute-Seine} 

(2) {Int = # 'Student',Val = La Seine-Maritime} 

One of its subclasses can be specified as in the following 

example. In this case, the attribute's value is calculated in the 

same way, considering the disjunctive interpretation of this 

attribute at the subclass level specified when calling the 

method.  

O <- getval(department(#'Employee_Student'),Val). 

(1) {Val = La Haute-Seine} 

(2) {Val = The Seine-Maritime} 

B. The inheritance of methods 

Here In this section, we discuss one aspect of inheritance, 

which is the inheritance of behaviour. We are, in the most 

general case, that of multiple inheritances. Behaviour 

inheritance is a synthesis of the consequences of the 

inheritance relation at the level of methods; it describes the 

evolution of t classes' behaviour through user-defined 

inheritance links [Royer 91b]. In OO-Prolog, method 

inheritance is also dynamic but managed differently by three 

complementary strategies, which can be combined 

dynamically. 

The non-deterministic strategy 

OO-Prolog uses a partial order with backtracking to 

consider an object with all its points of view in the case of 

remaining ambiguities. By default, sending a message 

activates all methods in Conflict, taking advantage of the 

Prolog interpreter's backtracking in his exhaustive search 

for solutions to a query. For example, in fig. 5 below, 

#'Albert' designates an instance of the class #' Tri-

instrumentalist,' which itself inherits three classes: Pianist, 

#' Violinist,' #' Guitarist.'  In each of these classes, the 

method play_a_score is defined. If Albert is asked to play a 

score by sending him the following message "#' Albert' <- 

play_a_score," which instrument will use #' Albert' to play 

his score? 

 

 

 

 

 

 

 

 

 

 

             Fig. 5 Points of view of #’ Albert.’ 

 In a linear approach in which classes are given priority, 

Albert will consider the class with the highest priority and 

use the instrument corresponding to that class by default. 

For example, in CLOS, it will be a Pianist class. In OO-

Prolog, this message is transformed into or logical on the 

maximum lower bounds of this method at the level of the 

class #' Tri-instrumentalist' ({#' Pianist,' #' Violinist,' #' 

Guitarist'}): 

#'Albert' <- (#'Pianist'):play_a score. 

or #'Albert' <- (#'Violinist'):play_a score. 

or #'Albert' <- (#'Guitarist'):play_a score. 

This prevents an arbitrary choice dictated by class 

specialization's chronology and prevents the object from 

being questioned from all points of view (or in all its 

aspects). We can multiply examples of this kind. In the 

context of Fig. 6, sending the message department(D) to the 

object #' Paul' is equivalent to : 

#'Paul' <- department(D) (as #'Employee') 

or 

#'Paul' <- department(D) (as #'Student') 

 

 

 

 

 

 

 

 

 

 

Fig. 6 Student and Employee: which department/1 instance O uses 

at the TTRA level? 

#'Person' 

#'Pianist' #'Violinist' #'Guitarist' 

#' Tri_instrumentalist' 

#'Albert' 

play_a_score play_a_score play_a_score 

#'Student' #'Employee' 

#'Employee_Student' 

#'TTRA' 

 #'Paul' 

:department/1 :department/1 
: calendar_holidays/1 : calendar_holidays/1 

#'Person' 
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Thus, by default, OO-Prolog does not deal with method 

inheritance conflicts. Sending a message activates all the 

conflicting methods, taking advantage of the Prolog 

interpreter's feedback in his exhaustive search for solutions 

to a query. 

Thus, while in the monotonous approach, backtracking is 

used to introduce monotonous inheritance semantics (Fig. 

7.a), we use it here to avoid introducing a horizontal order 

between classes. This makes it possible to consider an 

object with all its points of view without any 

discrimination. In classical approaches, a choice is made, 

with no possibility of going back. In OO-Prolog, 

backtracking allows the application of all conflicting 

methods (Fig. 7.b). 

  

 

 

 

 

 

 

 

 

Fig. 7.a Vertical backtracking 

 

 

 

 

 

 

 

 

 

 

Fig. 7.b Horizontal backtracking 

By default, the general rule is that sending a message 

triggers all possible methods, taking advantage of the 

Prolog interpreter's feedback in his exhaustive search for 

solutions to a query. For example, in the context of Fig. 6, 

sending the message department(D) to the object #' Paul' of 

the TTRA class is equivalent to or logical: 

#'Paul' <- department(D) (O as Employee) 

or 

#'Paul' <- department(D) (O as a Student) 

and is dealt with by exploring conflicting classes by 

backtracking. In our opinion, this strategy is more general 

than a classical non-monotonous linear strategy such as 

Pclos, P1, etc. Any solution obtained using such a linear 

strategy can also be a solution to this approach. For example, 

in the context of Fig. 6, P1 and Pclos consider the class #' 

Student' as having a higher priority than the class #' 

Employee.' The object will, therefore, respond to the 

department(D) message as a student and eventually return to 

its study department. 

Linear strategy 

The form "O <-- Message" is processed using a predefined 

linear extension algorithm. As we have already pointed out, 

linear strategies must be taken into account according to the 

problems' nature. They do not always give the same result. 

Therefore, the user must be given the possibility to introduce 

his strategies or use several existing strategies (Pclos, P1, 

Pflavors, etc.). The solution currently adopted in OO-Prolog 

consists of making available to the programmer several path 

strategies that he can use according to his needs. By default, 

it is the inversion or P1 route strategy that will be considered 

by the system. 

O <-- department(D). 

{Val = La Haute-Seine} 

A simplified version of the inversion algorithm consists of 

removing the nodes from the graph to stacking the deep path 

first, without masking the nodes already visited: the result, 

therefore, contains several occurrences of certain nodes. The 

resulting list is then browsed in reverse, removing it along 

the elements already encountered at least once. In this way, 

only the last occurrence of each element in the initial list is 

kept in the final list. 

 

 

 

 

 

 

 

 

 

 

 

Fig. 8 Example of an inheritance graph 

Let us consider the graph in Fig. 8 and calculate the 

priority list of o7 using this algorithm. The list provided by 

the depth path first is as follows: o7, o4, o1, o5, o2, o1, o6, 

o2, o1, o3, o1. 

The priority list obtained after removing duplicates is as 

follows: o7, o4, o5, o6, o2, o3, o1. 
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The definition of a linear strategy is done by defining the 

predicate lookup(Class, Precedence, LookupName), where 

the class is the class at which the graph starts, and 

Precedence is the precedence list of the Class class. The 

LookupName parameter is the name of the strategy. For 

example: 

lookup(Class,Precedence,pclos) :-  

% definition of the CLOS strategy. 

lookup(Class,Precedence,inversion) :-  

% definition of CLOS strategy.  

% definition of the strategy by inversion or P1. 

Thus, it is possible to define several independent linear 

strategies and use them in the same application. The choice 

of a strategy is made by assigning an environment variable 

the name of this strategy. The primitive set_lookup then 

dynamically sets the strategy to be used: set_lookup(S), S 

being the set strategy.  For example, if the user defines 

CLOS's strategy, to fix it, just execute the goal: 

set_lookup(pclos). 

The primitive get_lookup(S) unifies variable S with the 

name of the current strategy: 

get_lookup(X),set_lookup(pclos),get_lookup(Y). 

{X = inversion, Y = pclos} 

true 

set_lookup(pclos),get_lookup(pclos). 

{} 

true 

This assignment is temporary and defeated by 

backtracking. Currently, only two linear strategies are 

integrated into OO-Prolog. The in-depth course with a 

reversal that we have described above. Other strategies, 

such as PCLOS, will soon be available. 

The explicit designation 

It consists of explicitly designating a class to which a 

method belongs. It is a tool made available to the user and 

allowing him/her to have greater control over the 

inheritance mechanism. By explicitly designating the class 

of origin of a property, it is possible to make certain choices 

"by hand," thanks to the other classes' horizontal masking. 

A designation may be incomplete. This is when the 

designated class is not the one in which the property is 

defined but one of its superclasses. In this case, the basic 

strategy will be used, starting from the designated class. 

The explicit designation is introduced by the ":"/2 operator:  

<(<object> <- (<class>):<message> 

Still, in the context of Fig. 6, the application 

O <- (#'Employee'):department(D). 

{D = La Haute-Seine} 

allows you to consider the object O, a direct instance of 

the class #' Employee_Student,' as a direct instance of the 

class #' Employee' and to hide horizontally the department/1 

method defined in the class #' Student.' 

(a)  Explicit multiple designations 

In OO-Prolog, the explicit designation can be multiple, 

i.e., and several classes can be designated as follows: 

<Object > <- ([class1 >, ..., Classen >]):<message > 

The following examples give an illustration of this 

mechanism. 

(1) Using the example in Fig. 5, we can write : 

#'Albert' <- ([#'Pianist',#'Guitarist']):play_a score. 

(2) In the context of Fig. 9 below, we can write: 

D <- ([#'Flying_Bird', #'Swimming_Bird']):mode(Mode). 

 

 

 

 

 

 

 

Fig. 9 Modelling the different points of view of the duck 

Although the designated classes are considered in this 

order, it is not of great importance since the result is the same 

regardless of the order given. Thus, we can also write : 

?- D <- ([ #'Swimming_Bird', #'Flying_Bird'])  

:mode(Mode). 

which leads to the same result, the only difference being 

the order in which the solutions will be rendered: {fly,swim} 

in the first case and {swim,fly} in the second. 

(b)  Explicit designation and masking 

When a class is explicitly designated, a control mechanism 

makes it possible to check that the Principle of vertical 

masking is respected, i.e., that the method sought is not 

defined in one of the designated class subclasses. 

(c)  Designation and path of the inheritance graph 

It is also a means of reducing the complexity of the 

inheritance graph methods. It consists of making a jump to 

the designated class and reducing the method search graph, 

thus avoiding unnecessary visits to all the intermediate 

classes. 

VI. APPLICATION TO THE CLASSIFICATION OF 

OBJECTS 

OO-Prolog In this section, we describe an application to 

the inheritance management model we have just presented, a 

dynamic classification mechanism based on the multiple 

#'Bird' 

#'Flying Bird' 
#'Walking 

Bird' 

#'Swimming Bird' 

#'Duck' 

D 

:mode(fly) :mode(walk) :mode(swim) 
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specializations of objects.  

Before proposing our classification scheme, we begin by 

defining the concepts and briefly describing two mechanisms 

on which we have drawn inspiration. 

A. Knowledge 

Knowledge can be seen as a "way of understanding and 

perceiving, the fact of understanding, knowing the properties, 

characteristics, specific features of something" the world, and 

a theory of knowledge as "the explanation of the relationship 

between thought and the outside world" [definition of the 

"Petit Larousse" ed. 1991, 2020].  

Newell defines the knowledge of an intelligent agent in 

terms of the goals to be achieved: 

Knowledge is] whatever can be ascribed to an agent, 

such that its behaviour can be computed according to the 

Principle of rationality. [...] Principle of rationality: if an 

agent knows that one of its actions will lead to one of its 

goals, then the agent will select that action“ [71]: Knowledge 

is] all that can be attributed to an agent so that the agent's 

behaviour can be calculated according to the Principle of 

rationality. ...] Principle of rationality: if an agent knows that 

one of his actions can lead him to one of his objectives, then 

he chooses that action. 

Knowledge can, therefore, be defined as the perception 

and understanding that an intelligent agent has an external 

world; this knowledge will enable him to behave rationally 

and goal-oriented. 

Knowledge can, therefore, be defined as the perception 

and understanding that an intelligent agent has an external 

world; this knowledge will enable him to behave rationally 

and goal-oriented. 

B. Representation of Knowledge 

The organization of knowledge [84] into categories of 

similar individuals is a natural activity. Since the birth of 

artificial intelligence, several knowledge representation 

techniques and associated reasoning mechanisms have been 

developed. These include classical logic systems that reason 

by monotonous logical inferences, rule-based production 

systems that use forward and backward chaining mechanisms 

to simulate cause-effect reasoning, schemas or semantic 

networks, and conceptual graphs to represent knowledge by 

bipartite graphs. These schema systems follow analogical 

reasoning, and finally terminological logics and object-

centered representations that use classification [17] [14] [30] 

[52] [53] [54] [55] [57] [NEBEL 90][QUI93] [82] as the 

basic reasoning mechanism. 

There are specially adapted reasoning mechanisms for 

each of these types of representation: modus ponens 

deduction for logic, hypothetico-deductive reasoning for 

production rules, an analogy for representations by 

prototypes, and so on.  

In declarative systems, also called "knowledge-based 

systems," knowledge is separated from control. This 

separation facilitates the modification of knowledge and the 

addition of new information to the base. The reasoning is 

entirely data-driven; it uses inference mechanisms that allow 

problems for no explicit procedures in the program. 

A knowledge-based system is, therefore, a system with a 

knowledge representation part and a reasoning part. 

To solve a problem, an agent reasons on an abstraction of 

knowledge related to the world and the situation of the 

problem. To represent this knowledge, the agent develops a 

model of the world's elements, relationships, and behaviour 

laws. 

The representation of knowledge is, therefore, the 

modelling of the different elements of the real world and the 

determination of interpretation procedures linking the world 

and the model, both at the time of knowledge acquisition and 

model elaboration and during the manipulation of the 

representation (to give explanations) and, finally, when 

applying the results of the model to the real world. Based on 

this representation and an appropriate reasoning capacity, the 

system must adapt and exploit its environment 

[BRA90][BAR&81]. 

The knowledge represented can be of different types: 

concept, fact, method, model, heuristic, event, prototype, 

object, etc. [BRA90] [BAR&81]. It can have different 

modalities: static or evolving, fixed or adjustable, certain or 

uncertain, valid or outdated. Moreover, it can be objective or 

subjective. 

C. Classification 

The classification [17] [14] [30] [52] [53] [54] [55] [57] 

[NEBEL 90][QUI93] is the fundamental process of 

organising information during analysis. It constitutes a 

process of abstraction that makes it possible to group objects 

with the same properties and determine the range of these 

properties' values. These properties are of several orders: 

 attributes, which have a fixed value for an object in the 

Class (colour, dimensions, etc.) or a variable value over 

time (position, speed),  

 the relationships between the objects created by the 

classes (composition, association), 

 the states that will vary over time according to the events 

that affect the object, and which define the possible 

operations on this object when it is in this state. The 

notion of state is not distinct from the notion of an 

attribute in object languages. 

 Possible operations on objects. 

Classification is the main reasoning mechanism for 

object-based representations. Classification is a process that, 

starting from a structured knowledge base and a new object, 

finds the object's appropriate location in the base. 

The classification of an instance consists of finding the 
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most specialized classes to which the instance belongs. 

Classifying an instance consists of finding the classes for 

which it satisfies the constraints. Given a particular 

individual in the universe of discourse and a class structure, 

classification here consists of finding the most specialized 

classes for which the instance satisfies the constraints. This 

mechanism starts from an instance of which one has total or 

partial knowledge and a class graph. Its intention or structure 

describes a class. It represents a potential set of instances 

(those that satisfy the class structure); the class graph is 

induced by an order relation that must be coherent with the 

set inclusion relation between the different classes. 

The term classification has been used to refer to three 

types of mechanisms: 

 categorization, i.e., the grouping of objects into classes, 

 the classification of classes or the insertion of a new 

category or class in a class graph, 

 Finally, the classification of instances, which consists of 

finding the most appropriate membership class in the 

class graph, for instance.  

Our work concerns this third type of classification. 

Classification is one of the most powerful human 

reasoning activities and a fundamental mechanism of 

inference [16]. This mechanism is specially adapted to 

object-based representations. Indeed, the structuring of 

knowledge into classes, subclasses, and instances favours 

classification to recover implicit knowledge, relations 

between a new situation and already known situations. 

D. Classification reasoning 

Classificatory reasoning [Naples 92] consists of 

comparing new knowledge with a set of known knowledge to 

deduce information related to this new knowledge. 

Classificatory reasoning is an essential inference mechanism. 

Faced with a new situation, a person takes advantage of past 

experiences to choose actions to be taken. He determines the 

most appropriate position for this new situation in the 

structure where he memorizes those already known. Then he 

infers knowledge induced by this localization. 

This type of reasoning is very often used in problem-

solving: Knowledge of the domain is expressed by a 

taxonomy of known problem types, a taxonomy of solution 

types, and heuristic links between them. To solve a problem, 

a person classifies it in the taxonomy of problems, then 

associates it with the most appropriate solution in the 

taxonomy of solutions employing a heuristic, and finally 

refines the solution by classification. 

Among the various knowledge representation techniques, 

object-based knowledge representations (OBKRs) offer the 

necessary elements for taxonomic representation: they 

structure knowledge of the world around two types of 

objects: classes and instances. Classes represent categories of 

similar objects and are organized by a specialization 

relationship within a taxonomy. Instances describe 

individuals, members of classes. Classificatory reasoning 

finds its "natural space" in object representations. Thus, the 

main reasoning mechanism of such a representation is the 

classification of instances [93]. To classify an instance 

consists of finding its most specialized membership classes 

in taxonomy and then infer knowledge related to this 

localization. 

Our work takes place within the framework of 

classification reasoning and concerns the classification of 

instances in a representation of object-oriented knowledge. 

Our contribution lies in the object-based representation as 

well as in the mechanism of instance classification. 

At the representation level, we will deal with the 

inheritance conflict due to multiple specializations present in 

most knowledge object representation systems. 

When a class has several superclasses in taxonomy, and 

these have a common attribute, the system has to decide 

which superclass inherits the attribute. We argue that the 

source of this Conflict is the combination, in a single class 

graph, of several class graphs corresponding to different 

considerations of the same object from different points of 

view. 

E. The classification model of TROPES 

TROPES [Marino 89, 90, 93; Gensel 92, 93, 95] 

[54][55] [13] is an object-based representation system [68] 

[93] designed to support classificatory reasoning similar to 

that exploited by SHIRKA [Rechenmann 88; Haton 91], its 

predecessor, and by terminological languages [McGregor 92] 

[10] [83]. TROPES is based on a class/instance approach. In 

this model, a knowledge base is partitioned into independent 

concepts that model different families of individuals. Several 

points of view can be associated with a concept, each of them 

allowing for a particular interpretation. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 10 The main entities of the TROPES system 
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A point of view corresponds to a set of classes organized 

in a hierarchy by the specialization relation, which translates 

the inclusion of all the instances of a class - the class's 

extension - in that of a superclass. In such a hierarchy, except 

for the root, a class has a single direct superclass (the 

hierarchy is, therefore, a tree). Moreover, extensions of direct 

subclasses of the same class are disjoint (multi-instantiation 

is impossible from the same point of view). Therefore, an 

instance is attached to a single class in each point of view by 

the "is-one" link and belongs to each class located on the 

latter's path at the root (Fig. 10). 

Since views on a concept represent different 

categorizations (hierarchical class organizations) of the same 

set of instances, it may be desirable to emphasize the 

relationships between classes of distinct viewpoints. This is 

achieved by defining gateways. In its simplest form, a 

gateway requires the inclusion of a source class in a 

destination class. 

The classification of instances into TROPES [54][55] 

[13] is a mechanism that consists of confronting the 

knowledge acquired in the instance with the different 

hierarchies (points of view) of classes of the concept. 

Classification is based on matching, which compares the 

attributes of the instance to be classified and the constraints 

imposed in the class's definition by the facets of the 

attributes. Concerning the belonging of an instance to a class, 

a class is labelled as safe if the instance checks all the 

constraints of the class, impossible if it does not check them, 

possible if the information available in the instance is not 

contradictory with the constraints, but is not sufficient to 

decide on the belonging to the class. Once the matching is 

done, the classification proceeds to a label propagation to 

save future matches.  Label propagation follows the 

following rules: 

 any upgrade from a safe class is safe, 

 any subclass of an impossible class is impossible, 

 any class at the same level as a safety class is 

impossible. 

The Principle of the algorithm is therefore based on a 

marking of the classes as "Possible," "Impossible," or "Safe," 

according to the confrontation of the content of the instance 

with the description of the candidate class, during a 

descending course in each of the points of view (for more 

details see [Marino 89, 90, 93; Gensel 93; 81]). The descent 

of the instance to the class's subclasses to which it belongs 

leads to a permanent interaction with the user in TROPES to 

ask for the values for the different attributes [81]. As the 

classification algorithm brings the object I down to the 

different points of view, I's knowledge is enriched. Once new 

information is obtained ("Obtaining Information" phase), the 

matching procedure ("Matching" phase) compares the values 

already given by the user for the different attributes with the 

constraints of the attributes defined in the subclasses. For the 

subclasses' attributes, the system asks the user for the 

attributes they need. As a result of this comparison, the 

procedure marks each of the revised classes as "impossible" 

(instance I do not satisfy the class attribute constraints) or 

"safe" (instance I satisfy all the attribute constraints of the 

classes it belongs to) or they remain "possible." There is only 

one class that can become "safe" from each point of view. 

Once the classes have been marked, the procedure for 

updating the information of the "safe" class from each point 

of view retrieves all the aggregated information. Finally, the 

"choice of viewpoint" procedure calculates the viewpoint to 

be taken as current to continue the instance's classification.  

To carry out this choice, the strategy that has been retained in 

TROPES consists of ordering the points of view according to 

the user's knowledge of them. This is a deterministic choice. 

One of the reasons for our approach is to make this choice 

non-deterministic so that all the points of view of an object 

can be considered. 

F. MIC (Multi-Instantiation by Classification) 

MIC (Multi-Instantiation by Classification) [Rieu 91a, 

91b; Olga Marino 24] [63] [64] [65] is another classification 

mechanism implemented in the knowledge representation 

system SHOOD [Escamilla 90b, 93] and which inspired our 

approach. It is designed for the classification of evolving 

objects that may be incomplete and go through incoherent 

states. It is based on multi-instantiation. 

That of multi-instantiation replaces instantiation by 

perfect casting [Masini & al. 89] by flexible casting. Multi-

instantiation by flexible moulding allows the classification 

mechanisms to be extended to simultaneously consider the 

notions of incomplete and incoherent objects, points of view, 

and knowledge evolution. Instantiation is one of the 

fundamental concepts of object systems [Masini & al. 89]. It 

allows linking an object to the conceptual entity that 

describes it: it is class. In most object systems, an instance is 

attached to only one class [37]. Multi-instantiation allows the 

simultaneous attachment of an object to several classes [Van 

De Riet 89]. We are talking here about explicit multi-

instantiation, which should not be confused with implicit 

multi-instantiation induced by specialization links. Explicit 

multi-instantiation allows the attachment of an instance to 

classes that are not directly or indirectly specializations of 

each other. It thus authorizes the attachment of an instance to 

classes with semantics different from those drained by its 

creation class. It is no longer a question here of refining or 

questioning an object's point of view, but of enriching 

semantically different knowledge, i.e., taking into account a 

new point of view on an object. This is the case of "my 

aircraft," which is attached to the collectables class because it 

is of a respectable age. In this case, "my aircraft" can be seen 

as an aircraft or a collector's item (Fig. 11). 
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Fig. 11 Multi-instantiation by flexible moulding 

Multi-instantiation was chosen as a classification 

mechanism in the SHOOD model, especially for : 

 Preserve the identity of an object through its different 

points of view. 

 Avoid certain hollow classes, i.e., those with a low 

cardinality of all instances. 

 Avoid certain modifications to the class graph, 

particularly the classes between points of view not 

initially planned. If the case of collection planes has not 

been foreseen when designing the classes, the class of 

collection planes will have to be dynamically added. 

 Dynamically consider new points of view as they are 

developed: add an instantiation link between the object 

and the view class's point. 

However, once the instance is attached to its point of 

view classes, as in multiple inheritances, the problem arises 

from choosing a point of view when sending a message to 

this object. This problem is analogous to that of the 

management of multiple inheritances. Unless there is an 

explicit method, an implicit strategy must then be planned, 

adding processing cost. A particular reason for our approach 

is to avoid this double processing, especially in multiple 

inheritance systems. To do this, instead of multi-

instantiation, we have chosen various specifications as the 

classification mechanism. Like multi-instantiation, numerous 

specifications allow the preservation of the identity of an 

object through its different representations. It avoids 

additional processing. The only problem here is the one 

underlined above: the dynamic addition of points of view 

when these are not foreseen when designing classes. 

However, it is possible to foresee a large number of them and 

avoid creating them dynamically. Moreover, since the 

viewpoint classes to be added dynamically are sheets of the 

inheritance graph, their addition does not lead to 

modifications of the initial graph but only create simple 

specialization links between this class and its superclasses. 

G. DCMSO (dynamic classification by multiple) 

specialization of objects 

OO-Prolog is equipped with a semi-automatic dynamic 

classification mechanism, called CDSMO (Dynamic 

Classification by Multiple Specialization of Objects), based 

on multiple specializations. This mechanism uses a scheme 

similar to MIC (Multi-Instantiation by Classification) [Rieu 

91a]. 

The classification operation is a very important 

manipulation of a knowledge base structured in a hierarchy 

of classes. Classifying an instance consists of finding the 

classes to which it belongs (cf. fig. 12). Initially, the object I 

belongs to class C. Classification consists of moving the 

object down into C's subclasses. 

 

 

 

 

 

 

 

Fig. 12 Instance I already belongs to class C: The classification 

process seeks to move it down to the lowest subclasses of C 

Depending on the type of knowledge to be added to the 

database, there are two classification types: classification of 

terminal instances and classification of classes. These two 

types of classification are extremely different. The 

classification of instances is the most important manipulation 

operation of a knowledge base structured in a hierarchy of 

classes. Classifying an instance consists of attaching it to a 

class hierarchy by determining its most specialized classes. 

Placing a class in an existing hierarchy requires modifying 

the links between classes, checking the database's 

consistency, and possibly modifying the classes that link the 

instances that already belong to the database. In what 

follows, we limit ourselves to the classification of terminal 

instances.  

If we want to express that two classes C1 (plane) and C2 

(collection) model two different points of view of the same 

set {i1, i2,  ...} of objects, we can use : 

 Multi-instantiation, by directly attaching i1, i2, ... to 

C1 and C2. As we have just seen, it is this solution 

that has been chosen in the MIC mechanism. 

 

 

 

 

 

 

 

Fig. 13 Multi-point of view by multi-instance 

 

 Aggregation, by creating a class C'12 (col-air) in 

which each attribute (a1 and a2) corresponds to the 

point of view. 
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instance 

class 
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C Instance I 

? 
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i2 
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   Fig. 14 Multi-point of view by aggregation 

 

 Spécialisation multiple, par la création d'une sous-classe 

C12 (air-col) commune à C1 et C2 dont l'ensemble des 

instances est {i1, i2, ...}. 

 

 

 

 

 

 

 

Fig. 15 Multi-specialization viewpoint 

 

Subsequently, classes C12 (air-col) or C'12 (air-col) are 

called inter-view classes. Classes C1 (aircraft) or C2 

(collection) are called the point of view classes. These 

representations induce differences, notably on the following 

points: 

 Grouping information about different points of view in 

the classes. In specialization and aggregation, the 

different points of view cohabit within the same inter-

point of the view class. This is not the case of multi-

instantiation where this cohabitation is not materialized 

by a class but by the different instantiation links linking 

each instance to the viewpoint classes. 

 Preservation of the identity of an object through its 

different points of view. In the cases of multi-

instantiation and specialization, each instance i1, i2, 

(my-aircraft) belongs to the point of view classes C1 

(aircraft) and C2 (collection): it is the same object 

perceived from different points of view. In aggregation, 

two points of view of the same object have no reason to 

be represented by the same identifier. Indeed, C'12 not 

being a subclass of C1 and C2, one of its instances has 

no reason to belong to C1 and C2; moreover, C1 and 

C2 are not in most cases specializations of each other. 

Aggregation, therefore, does not make it possible to 

express that they are indeed the same subject. 

Our mechanism is based on multiple specializations. 

Remember that we want a mechanism that preserves the 

object's identity without having recourse to another 

inference mechanism, such as multi-instantiation, which 

would add processing cost. As in MIC, the execution of the 

classification mechanism partitions classes into: 

 Impossible classes: those for which the values of the 

instance's attributes are in contradiction with the 

constraints of these attributes in the class. For a 60-

year-old person, the children's class is impossible. 

 Possible classes: those for which the instance is not yet 

in contradiction with the class. 

 Safe classes: those for which the instance satisfies all 

the constraints of the attributes in the class. 

 

On the other hand, a safe class can be "safe non-

terminal" or "safe terminal." A class is "safe non-terminal" 

when its state is "safe," and it has only sub-classes with the 

state "safe" or "possible." A class is "terminal safe" when its 

status is "safe," and it is a sheet on the class graph, or when 

the status of all its subclasses is "impossible."  

 

In DCMSO, the partitioning of classes into impossible 

classes, possible classes, and safe classes is built on the 

assumption that all constraints are strong, i.e., non-violable. 

However, when there are several candidate classes (in the 

sense of MIC), instead of adding to the complexity of 

managing multiple inheritance methods of managing multi-

instantiation (two problems of almost equivalent 

complexity), our scheme uses multiple specializations as a 

classification tool. This is done by attaching the instance to 

be classified to an inter-point of a view class, common sub-

classes of the candidate point of view classes. When such an 

inter-viewpoint class has not been foreseen, it is dynamically 

added by the system. Thanks to the specialization links 

between the inter-viewpoint class and the found viewpoint 

classes, the classified object is an instance of all its viewpoint 

classes. 

 

We will distinguish two object classification cases: the 

case of simple objects, i.e., not composite, and composite 

objects. 
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Classification: a simple case 

 

 

 

 

 

 

 

 

 

 

 

Fig. 16 representation of classification constraints and evolution of the 

graph when classifying objects 

Let the instance to be classified. In the simple case, we 

consider that no object in the database depends on I (in the 

restricted sense), i.e., there is no terminal object I' such that 

one of its attributes has the value I or a list containing I. To 

illustrate this, we will consider the graph in Fig. 16. 

In this example, the classification constraints are as 

follows, expressed as rules: 

 an instance I of Object belongs to Collection If I.age >= 

50 

 an instance I of Aircraft is a Commercial_Aircraft If 

I.nb_passenger >= 20 

?- # 'Aircraft' <- create(My_aircraft, [age(_) := 

60,nb_passengers(_) := 80]), 

My_aircraft <- display. 

 TERMINAL : : #[# 'Aircraft',1] 

 nb_passengers(# 'Avion') <- 80, 

 age(# 'Object') <- 60, 

 class(# 'Object') <- # 'Commercial_Aircraft & 

Collection 

{My_aircraft = #[#'Aircraft',1]} 

 

Unlike the new method, the instantiation create method 

automatically results in the classification of the created 

object. In the example above, the object My_aircraft, created 

by the class Aircraft (instantiation class), satisfies the above 

constraints: 

 My_aircraft.age (= 60) >= 50 (My_ aircraft is instance of 

Object) 

 My_ aircraft.nb_passengers (= 80) so >= 20). 

The classes commercial_aircraft and collection are marked 

as safe. My_aircraft is then attached to the inter-view class #' 

Commercial_Aircraft&Collection' (representation class) and 

thus becomes both a commercial aircraft and a collector's 

item. 

 

Recursive classification 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 17: Classification of composite objects 

 

In the case where there is a terminal instance I' that 

depends on me, two classifications can be distinguished. The 

first is minimal because it only does what is necessary to 

position the instance to be classified in the class hierarchy (in 

particular, the classification of components is directed by the 

initial classification). The second seeks to classify equally 

and recursively the objects that depend on the classified 

instance, i.e., those that share the object that has just been 

classified. Indeed, if I' shares I, the classification of I may 

lead to modifications in me.' It is therefore necessary to 

reclassify the instance I' taking into account the new nature 

of I. 

The following example is an illustration of this. For 

example, suppose that at least 50 years old are collection 

objects (belonging to the class Collection_of_objects). Then, 

the creation of an instance P of the class Person, with a 52-

year-old plane (thus an instance of Collection_of_object) will 

automatically attach P to the Collector class (see Fig. 17). 

?- #’Aircraft’ <- create(My_aircraft,[age(_) := 

60,nb_passengers(_) := 80]), 

#’Person’<- 

create(P,[age(_):=21,fortune(_):=200000,owns(_):=[My_airc

raft]]), 

P <- display, 

#'Object'  

#'Aircraft'  #'Collection'  

#'Commercial_Aircraft 

#'Aircraft&Collection'  

attributes [age]  

age >= 50  

attributes [nb_passengers] 

nb_passengers >=20  

#'Sales_Aircraft&Collection' 

1  

2  

Mon-avion 

My-aircraft 

' 

#'Person' 
attributes [age,object_owned] 

#'Collector' 

#' Minor' 
#'Major' 

age<18 age>=18  

object_owned: Collection_object 

#'Minor&Collector'  
#'Major& Collector'  
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My_aircraft <- display. 

 

TERMINAL :: #[#'Person',1] 

      age(#'Person') <- 21 

      fortune(#'Person') <- 200000 

      owns(#'Person') <- [#[#'Aircraft',2]] 

      class(#'Object') <- #'Major_Rich&Collector' 

 

TERMINAL :: #[#'Aircraft',2] 

      nb_passengers(#'Aircraft') <- 80 

      age(#'Object') <- 60 

      class(#'Object') <- #'Commercial_Aircraft & 

Collection_Objet' 

 

My_aircraft = #[#'Aircraft',2] 

P = #[#'Person',1] 

 

(a)  Management of cycles in the classification algorithm 

The designed algorithm considers possible cycles in the 

classification process (cases where there are mutually 

dependent objects). Indeed, let Oi and Oj be two mutually 

dependent objects (see Fig. 18). 

 

 

 

 

 

 

Fig. 18 Mutually dependent objects 

Then the classification of Oi leads to Oj classification, 

and the classification of Oj has the effect of reclassifying Oi 

and so on. The result is an infinite loop. To correct this 

defect, we adopt the following solution. If Oj is classified 

after classifying Oi, only reclassify Oi if any classifications 

that took place after the classification of Oi have changed the 

state of Oj. This choice is justified because if after the 

classification of Oi and the classification of Oj (including 

those taking place in between) Oj has not been modified, 

then there is no justification for a new classification of Oi 

from Oi onwards. On the other hand, if the state of Oj has 

been changed, this may imply changes to the state of Oi and 

therefore requires a new classification of Oi. 

Delayed classification 

In the example above, the My_aircraft instance is shared 

by the object P. The My_aircraft object is known before the 

classification of P, which allows this information to be taken 

into account when classifying P. If we create P before 

My_aircraft when classifying P, My_aircraft being a free 

variable, the classification constraint "P has a collection 

object" will be delayed since My_aircraft is still unknown. In 

this case, P's classification is delayed for this constraint and 

will resume as soon as My_aircraft is known. In the end, we 

obtain the same result as before. 

?- #’Person’ <- new(P,[ 

  age(_):=21 

  fortune(_):=200000 

  owns(_):=[My_aircraft]]) 

 #’Aircraft’  <-  new(My_aircraft,[ 

  age(_) := 60, 

  nb_passengers(_) := 80]), 

 (P, My_aircraft) <-  display. 

 

TERMINAL :: #[#'Person',1] 

      age(#'Person') <- 21 

      fortune(#'Person') <- 200000 

      owns(#'Person') <- [#[#'Aircraft',2]] 

      class(#'Object') <- #'Major&Rich&Collector' 

 

TERMINAL :: #[#'Aircraft',2] 

      nb_passengers(#'Aircraft') <- 80 

      age(#'Object') <- 60 

      class(#'Object') <- #'Commercial_Aircraft & 

Collection_of_objects' 

 

P = #[#'Person',1] 

My_aircraft = #[#'Aircraft',2] 

 

The delay mechanism allows here to freeze all the 

classification constraints corresponding to the My_Aircraft 

object. 

VII. CONCLUSION 

This paper has described a new model for managing 

multiple inheritances and its application to classification. As 

a general algorithmic method is probably impossible to build, 

an alternative is to propose more open strategies. From this 

point of view, our approach brings many advantages over 

classical or traditional methods (e.g., graph linearization). It 

brings a lot of flexibility to the treatment of inheritance since 

it does not impose a user's systematic choice. Our inheritance 

management method prevents an arbitrary choice dictated by 

Oi =  
   classe = Avion 
   owner = Oj 
   ... 

Oj =  
   class = Person 

   owns = Oi 
   ... 

class = Object 
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the system. It is even possible to combine different strategies 

depending on the problem to be treated. 

The proposed classification mechanism is based on 

multiple specializations. Indeed, we have seen that in the 

DCMSO model, the partitioning of classes into impossible 

classes, possible classes, and safe classes is built on the 

assumption that all constraints are strong, i.e., non-violable. 

However, when there are several candidate classes (in the 

sense of MIC), instead of adding to the complexity of 

managing multiple inheritance methods of managing multi-

instantiation (two problems of almost equivalent 

complexity), our scheme uses multiple specializations as a 

classification tool. This is done by attaching the instance to 

be classified to an inter-point of a view class, common sub-

classes of the candidate point of view classes. When such an 

inter-viewpoint class has not been foreseen, it is dynamically 

added by the system. Thanks to the specialization links 

between the inter-viewpoint class and the found viewpoint 

classes, the classified object is an instance of all its viewpoint 

classes. Remember that we want a mechanism that preserves 

the object identity without having recourse to another 

inference mechanism, such as multi-instantiation, which 

would add processing cost. 

The designed classification algorithm considers possible 

cycles in the classification process (cases with mutually 

dependent objects). 

The delay mechanism allows all classification constraints 

to be frozen and triggered only when missing data are 

available, i.e., when the variables are instantiated. 
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