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Abstract 

           Trend Analysis is aimed at projecting both 

current and future movement of observations through 

the use of time series data analysis which involves 

comparison of data over a sequential period of time to 

spot a pattern or trend. Mann-Kendell test is one of 

the most popular non-parametric trend test based on 

ranking of observations. The current paper describes 

Mann Kendall Test in the context of time series data 

analysis. It also presents a case study to demonstrate 

the implementation and advantage of using Mann 

Kendall Test over other trend analysis techniques 
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I. INTRODUCTION 
 

      Continuous data arise in most areas of life. 

Familiar domain examples include meteorology, 

biological science, water quality, ecosystem 

behavioural properties, medicine, machine 

measurements etc. (Tiwari et. al., 2014). Techniques 

for evaluating time series datasets falls into two major 

classes, categorized by either they make hypothesis 

about the distribution of the data. Standard deviation 

and the variance are the two main parametric 

techniques used statistically evaluate the distribution 

of the continuous variables. Technique which 

implement distributional hypothesis is comes under 

the umbrella of parametric techniques; some of the 

mostly used parametric techniques are t-tests and 

analysis of variance for comparing clusters, and least 

squares regression and correlation for studying the 

relation between variables. All of the common 

parametric techniques (“t techniques”) assume that in 

some way the data follow a normal distribution and 

also that the spread of the data (variance) is uniform 

either between groups or across the range being 

studied. Alternative Techniques which do not require 

us to make distributional assumptions about the data, 

such as the rank Techniques, are called non-parametric 

techniques. The term non-parametric applies to the 

statistical Method used to analyse data, and is not a 

property of the data. As tests of significance, rank 

Techniques have almost as much power as t 

techniques to detect a real difference when samples are 

large, even for data which meet the distributional 

requirements. Non-parametric techniques are most 

often used to analyse data which do not meet the 

distributional requirements of parametric techniques. 

Parametric Techniques are mostly based on linear 

models and normal theory and hence to the 

assumptions of normal and independent distributed 

residuals. Most nonparametric Techniques for trend 

detection in long time series are based on the Mann-

Kendall test for trend (Mann, 1945; Kendall, 1975). In 

the light of relative efficiency as measured by the 

power of a test at a given significance level, it is 

known that parametric techniques are the most 

powerful if the residuals are normally distributed 

(Hirsch et al., 1982; Hirsch and Slack, 1984; 

Lettenmaier, 1988; Zetterqvist, 1988; Hirsch et al., 

1991; Shoab et al., 2013; Tiwari and Jain 2017). 

However, the marginal distributions of time series 

values are frequently skewed. Nonparametric tests can 

have higher powers than parametric tests in case of 

normality, provided the sample size is large enough 

(Loftis et al., 1991; Berryman et al., 1988). 

Furthermore, the loss in power for normally 

distributed data is rather small (Hirsch et al., 1982; 

Berryman et al., 1988). Since in most cases it is not 

known a priori whether the data is normally 

distributed or not, it has been recommended to use 

nonparametric Techniques as a general approach for 

the detection of trends in long time series data 

(McLeod et al., 1983; Lettenmaier, 1976; Hirsch et al., 

1982, Berryman et al., 1988; Hirsch et al., 1991). 

Other arguments to the advantage of nonparametric 

over parametric techniques are the relative robustness 

against missing values and irregularly spaced 

observations, which is actually a special case of 

missing values (van Belle and Hughes, 1984; 

Zetterqvist, 1991; Harcum et al., 1992). Furthermore, 

outliers do not present a problem for nonparametric 

tests. Even truncated observations, which can be due 

to a detection limit of the measurement method, can be 

handled appropriately using nonparametric tests 

(Berryman et al., 1988). Since time series vales 

frequently show these limiting properties, 

nonparametric techniques seem in general more 

appropriate than their parametric counterparts. 

 

II. STATISTICAL TREND ANALYSIS: MANN-

KENDALL TEST 

       The statistical importance of trend in long time 

series datasets are evaluated using Mann Kendall trend 
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analysis technique. For a series of non-parametric 

observations over time (like rainfall, temperature etc.), 

it is important to understand whether the time series 

dataset is going upward, downward, or staying in the 

same direction. The non-parametric Mann-Kendall test 

(Mann 1945; Kendall 1955) is commonly employed 

by various researchers (Sneyers et al 1990; Zhang et 

al, 2000; Yue et al, 2003; Aziz & Burn 2006; 

Cannarozzo et al. 2006; Wilks 2006; Chandler and 

Scott 2011) to detect monotonic trends in long time 

series datasets belong to different domain of science, 

medicine and meteorology. 

The Mann-Kendall is applicable in cases when the 

data values xi of a time series can be assumed to obey 

the model 

( )
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x f t  
                             -- Equation 3 

Where 
( )f t

 is a continuous monotonic increasing or 

decreasing function of time and the residual i


can 

be assumed to be from the same distribution with 

zero mean. It is therefore assumed that the variance 

of distribution is constant in time.  Mann-Kendall test 

statistic S is calculated using given equation 
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Where n is the number of data points j
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Equation 5 

The variance is computed when n ≥ 10: 
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Equation 6     

Where total number of data points in the time series 

dataset are represented by n. m is representation for 

cluster of data points having same data value and ti 

depicts the total equal observation of extent i at a 

particular timestamp. A tied group is a set of sample 

data having the same value. When total number of 

sample size is more than 10, following equation of 7 is 

used to compute Zs value: 
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  -- equation 7 

A positive value of Zs represent trend in upward 

direction while negative value of Zs shows downward 

trend direction. A significance value α is also 

computed for checking whether an upward or 

downward trend is found in the dataset. 

III. CASE STUDY 

     Mann-Kendall test is a flexible tool for significant 

trends in time series.  In the current paper we have 

selected a case study to find out; whether there is any 

trend exists in the sales record of a company X or not. 

Starting from 1995 to 2014 annual sales record for 

each year of the company x is presented in the table 1. 

The trend in the series should be monotonous, i.e. 

mainly going up or down during the observation 

period. The test is calculated by first ranking the 

observations. If two or more observations have the 

same value, they are assigned the same rank. In the 

next step, (for each observation), how many 

observations in the time before this observation have a 

lower value (a lower rank) and how many have a 

higher value (a higher rank) and sum these numbers 

over all observations to get two numbers. The 

difference between these two numbers constitutes the 

test statistics for the Mann-Kendall test. A high 

positive value indicates an upward trend, while a high 

negative value indicates a downward trend. Statistical 

conclusion is based on one standardized version of this 

test statistic, which is approximately normalized if we 

have more than 10 observations (where the 

observations must be so far apart in order to exclude 

that they are auto-correlated). 

 

Table1. Annual sales record of company x from 1995 to 2014 
 

 

 

If 
j

x -
i

x > 

0 
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j

x -
i

x = 
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if 
j

x -
i

x < 
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If S > 

0 

If S = 

0 

If S < 

0 

Year  1995 1996 1997 1998 1999 2000 2001 2002 2003 2004 

Annual Sale 1733 400 875 164 1464 1399 1039 1096 1812 2347 

Year  2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 

Annual Sale 575 1393 411 283 1407 1294 1102 1886 3058 4587 
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Graph1. Sales values from 1995 to 2014 for company x 

 

G Mann Kendall analysis when performed for the 

current dataset, it is found that for S (variance) = 52, Z 

= 1.6547. Table 2 depicts trend values at 10%, 5% and 

1% significance level. This can be seen that at 10% 

significance level Z value is under the acceptable limit 

and sales record are showing trend while at 1 % and 5 

% significance level data values does not present any 

trend. Thus with 90% confidence level one can state 

that the current sales record possess a significant trend. 

In order to understand the type of trend (positive or 

negative) slope estimates techniques are required to be 

combined with trend analysis.raph1. Sales values from 

1995 to 2014 for company x 

Table2. Z values at 10%, 05% and 01% significance level 
 

Z = 1.6547 > 1.645 at 10 % significance level 

Z = 1.6547 < 1.960 at 05 % significance level 

Z = 1.6547 < 2.576 at 01 % significance level 

 

IV. DISCUSSION 

 

     A number of statistical tests are available to 

identify and quantify monotonic trends in a way that is 

defensible and repeatable. Among all the existing 

trend analysis techniques, Mann Kendall test is a 

statistical test widely used for the analysis of trend in 

climatologic and in hydrologic time series. The Mann-

Kendall test provides the following advantages: 

 Mann-Kendall does not require data to be 

arranged as per the bell curve or follow normal 

distribution.  

 This trend analysis method is not majorly 

disturbed by missing values when numbers of data 

points are significantly high.  

 Mann-Kendall does not get affected by any 

irregularity in occurrence of the time points of 

measurement. 

 Mann-Kendall does not dependent upon by the 

length of the time series data. 

Besides the discussed advantages this method has 

some limitations. The major limitations are as follows: 

 This test is not suitable for the time series dataset 

where seasonal measurements are used to collect 

time dependent data values.  

 This test results more negative outcomes when 

length of time series dataset is short. Thus longer 

the dataset higher accuracy of trend analysis will 

results into final outcomes.  

In Mann-Kendall based trend analysis it is always 

recommended to maintain the higher length of the 

dataset and seasonal dependency must not be removed 

before perfuming this test. 

 

V. CONCLUSION 
 

    The study concludes that Mann-Kendell statistical 

tests in TREND are relatively easy to understand and 

user can gain a good implementation of the tests by 

following the descriptions and the examples presented 

in the study. Trend analysis based up on Mann-

Kendall statistics helps to understand how underlying 

function has performed and predict where current state 

of the selected function will guide the dataset. It will 

give a clear insight about where and how much change 

is required to move the selected function in the right 

direction. One can use trend analysis to help improve 

the selected domain of the study by: 

 Identifying section where observed dataset is 

performing well the criteria governing the success 

of dataset can duplicate success 

 Identifying section where observed dataset is 

underperforming 

 Providing evidence to inform your decision 

making. 
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