Content Based Image Retrieval Using Hierachical and Fuzzy C-Means Clustering
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Abstract - Grouping images into semantically meaningful categories using low-level visual feature is a challenging and important problem in content based image retrieval. CBIR is a part of image processing. We know that with the development of the internet and the availability of image capturing devices such as digital cameras, image scanners, and size of the digital image collection is increasingly rapidly and hence there is a huge demand for effective image retrieval system. Normally CBIR is retrieving/ searching stored images from a collection by comparing features automatically extracted from the image themselves. The most common features used are mathematical measure is texture, color and shape. Clustered images are utilized by content-based image retrieval and querying system that requires effective query matching in large image database. Particularly, In this paper we are using HFCM Algorithm. It has the combinational advantage of both fuzzy and possibilistic approaches. The experimental results suggest that the proposed image retrieval technique results in better retrieval.
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I. INTRODUCTION

The growing amount of digital images caused by more and more ubiquitous presence of digital cameras and, as a result, many images on the world wide web confronts the users with new problems. Normally, the retrieval of the content based image involves the following systems [11].

A. COLOR–BASED RETRIEVAL

Color feature is the most sensitive and obvious feature of the image, and generally adopted histograms are describing it. Color histogram method has the advantages of speediness, low demand of memory space and non-sensitive with the images. Change of size and rotation, it bins extensive attention consequently [5].

B. RETRIEVAL BASED ON TEXTURE FEATURE

When it refers to the description of the image’s texture, it usually adopt texture’s statistic feature and structure feature as well as the features that based on spatial domain are changed into frequency domain[9]. The homogeneous texture descriptor describes a precise statistical distribution of the image texture. It enables to classify images with high precision and it is to be used for similarity retrieval applications.

C. THE RETRIEVAL BASED ON SHAPE FEATURE

Here, there are some problems needs to be solved during the image retrieval based on shape feature. Firstly, shape usually related to the specifically object in the image, so shape’s semantic feature is stronger than texture [12].

This paper focuses on using Fuzzy C-Means algorithm which is typical clustering algorithm that has been widely utilized in engineering and scientific disciplines such as medicine imaging, bio-informatics, pattern recognition and data mining. As the basic FCM clustering approach employs the squared – norm to measure similarity between prototypes and data points, it can be effective in clustering only the spherical clusters and many algorithms are derived from the FCM to cluster more general dataset[14].

II. METHODOLOGY

In this work, the main focus is the application of clustering algorithm for content based image retrieval. A large collection of images is partitioned into a number of image clusters. Given a query image, the system receives all images from the clusters. Given a query image, the system retrieves all images from the cluster that is closest in content to the query image. The overall system is shown in Fig-1.
The proposed clustering algorithm is applied to image retrieval and compared its performance with Fuzzy possibilistic Clustering algorithm. Each image in the database is represented by a visual content descriptor consisting a set of visual features. A similarity/dissimilarity measure is then used to retrieve images.

Whose features are closest to that query image? A common distance/dissimilarity metric is the Euclidean distance, which is used in this work.

III. IMAGE CLUSTERING BASED ON HYBRID FUZZY C-MEANS (FCM) CLUSTERING ALGORITHM

The choice of an appropriate objective function is the key to the success of the cluster analysis and to obtain better quality clustering results; so the clustering optimization is based on objective function. To meet a suitable objective function, we have started from the following set of requirements. The distance between clusters and the data points assigned to them should be maximized and the distance between clusters is modeled by term; it is the formula of the objective function [11].

Fuzzy C-means is a clustering method which allows a piece of data to belong to two or more clusters. It is based on minimization of the following objective function:

\[ J_m = \sum_{i=1}^{N} \sum_{j=1}^{C} u_{ij}^m \| x_i - c_j \|^2 \]

where \( m \) is any real number greater than 1, \( u_{ij} \) is the degree of membership of \( x_i \) in the cluster \( j \), \( x_i \) is the \( i \)th of \( d \)-dimensional measured data, \( c_j \) is the \( d \)-dimension center of the cluster, and \( \| \cdot \| \) is any norm expressing the similarity between any measured data and the center. [11] Fuzzy partitioning is carried out through an iterative optimization of the objective function shown above, with the update of membership \( u_{ij} \) and the cluster centers \( c_j \) by:

\[ u_{ij} = \frac{1}{\sum_{k=1}^{C} \frac{c_k}{(\| x_i - c_k \|)^{m-1}}} \]

\[ c_j = \frac{\sum_{i=1}^{N} u_{ij}^m x_i}{\sum_{i=1}^{N} u_{ij}^m} \]

This iteration will stop when \( \max_{ij} \{ \| U^{(k+1)}(i,j) - U^{(k)}(i,j) \| \} < \varepsilon \), where \( \varepsilon \) is a termination criterion between 0 and 1, whereas \( k \) is the iteration steps. This procedure converges to a local minimum or a saddle point of \( J_m \). The steps are given below.

Step 1: Initialize \( U = [u_{ij}] \) matrix, \( U^{(0)} \)

Step 2: At \( k \)-step: calculate the centers vectors \( C^{(k)} = [c_j] \) with \( U^{(k)} \)

\[ c_j = \frac{\sum_{i=1}^{N} u_{ij}^m x_i}{\sum_{i=1}^{N} u_{ij}^m} \]

Step 3: Update \( U^{(k)} \), \( U^{(k+1)} \)

\[ u_{ij} = \frac{1}{\sum_{k=1}^{C} \frac{c_k}{(\| x_i - c_k \|)^{m-1}}} \]

Step 4: If \( \| U^{(k+1)} - U^{(k)} \| < \varepsilon \) then STOP; otherwise return to step 2.
IV. EXPERIMENTAL RESULTS

The test data consists of 777 images belonging to 18 categories obtained from the University of Washington’s object and concept recognition for CBIR research project image dataset. Each category contained varying number of images. All the images contained a textual description mentioning the salient foreground objects. The images were clustered using the algorithm with the centroids chosen at random. The cluster whose centroid was closest in distance to the given test image was determined and the images belonging to the cluster were retrieved. The results were then compared with images retrieved using the Fuzzy C-Means algorithm with the same set of initial Centroids. The following performance measures used to evaluate the performance of the algorithm are Precision and Recall is given below.

\[
\text{Precision} = \frac{\text{total number of retrieved relevant images}}{\text{total number of retrieved images}}
\]

\[
\text{Recall} = \frac{\text{total number of retrieved relevant images}}{\text{total number of relevant images}}
\]

A. PRECISION

The precision value resulted for using various techniques is presented in figure-2. The number of clusters is varied for determining the performance of retrieval techniques. Different number of clusters used in this paper for evaluation is 1, 2, 3, 4, 5, 6, 7, and 8. From the result, it can be observed that the usage of HFCM results in lesser precision when compared to the usage of K-Means algorithm for clustering. For the considered number of clusters maximum precision value for proposed approach is 0.81 and minimum precision value is 0.69 where as the usage of K-Means results in higher precision value that is maximum of 0.91 and minimum of 0.79.

B. RECALL

The recall value resulted for using various techniques is presented in fig-3. From the result, it can be observed that the usage of HFCM results in higher recall value when compared to the usage of K-means algorithm for clustering. For the considered number of clusters, maximum recall value for proposed approach 0.71 and minimum recall value is 0.31 where as the usage of K-Means algorithm results in lesser precision value that is maximum of 0.61 and minimum is 0.25.

<table>
<thead>
<tr>
<th>Query Image</th>
<th>Hierarchical with K-Means</th>
<th>Hierarchical with Fuzzy C-Means</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Precision</td>
<td>Recall</td>
</tr>
<tr>
<td>1</td>
<td>92.71</td>
<td>83.62</td>
</tr>
<tr>
<td>2</td>
<td>95.6</td>
<td>90.84</td>
</tr>
</tbody>
</table>

IV. CONCLUSION

This paper proposes a new method for unsupervised image clustering using probabilistic continuous models and information theoretic principles. Image clustering relates to Content Based Image Retrieval systems. It enables the implementation of efficient retrieval algorithms and the creation of a user friendly interface to the database. This paper uses Hybrid Fuzzy C-Means Clustering algorithm for retrieving the relevant images. An experimental result shows that the proposed technique results in better retrieval of relevant images when compared to the existing approach.
(a) 5 matches out of 12; 11 out of 24
Fig. 2 The retrieved images when the Hierarchical and K-Means are used for clustering. The query image is the upper-left corner image of each block of images.

(a) 9 matches out of 12; 17 out of 24
Fig. 3 The retrieved images when the Hierarchical and Fuzzy C-Means are used for clustering. The query image is the upper-left corner image of each block of images.
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