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Abstract 

Data mining technique has some major 

improvement in the field of knowledge discovery 

clustering is an important techniques to group the 

similar items without advance knowledge. Risk 

assessment is an important task of passport 

sanction through E_corner. Risk evaluation 

process is used to identify the applicant’s 

behaviour. Risk evaluation and prediction is done 

based on decision making approach. This method 

allows the user to generate the risk percentage can 

be sanctioned or not. This paper concentrates 

mainly the concept of multi-dimensional data 

clustering for Risk evaluation and prediction. 
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1. INTRODUCTION 

Data mining discovers useful and interested 

patterns from huge volume of data. Where the data 

can be stored in database, data warehouse and other 

information repositioned. It comprises integration 

techniques from various disciplines. Such as data 

visualization database technology, Information 

retrieval high performance computing machine 

learning and pattern reposition classification of 

multi-dimensional data is the most challenging area 

in Data mining. In classification problem, each 

object is defined by its attribute values in multi-

dimensional space. The existing system consider 

the data analysis might identity the set of candidate 

data cubes for exploratory analysis based on 

domain knowledge.   

Rest of this paper is structured as follows. Research 

works related to Risk Assessment are discussed in 

Section2. Detailed explanations of implementing 

project grants using Prediction Algorithm presented 

in section 3.Experimental results are reported in 

Section4 to prove the accuracy and finally section 5 

concludes this research work. 

 

2. RELATED WORK 

Credit Risk evaluation is an interesting 

management problem in financial structure. 

Francesca.et.al proposed hazard model for 

predicting loan population which involves different 

probability of risk factors. Probability is modelled 

into two groups such as good and bad borrowers 

[1]. 

Zakrzewska.et.al proposed a technique allows 

building of different rules for different type of 

customers; each applicant is assigned to similar 

group of concerned part [2]. Bhasin.et.al presented 

a model to extract efficient information from 

existing data and enables the system to make better 

decisions [3]. 

 

3. RISK EVALUATION AND PREDICTION 

FOR MULTI-DIMENSIONAL CLUSTERING 

DATA 

Risk assessment is one of the existing problems in 

passport sector. The decision for the passport 

sanction to an applicant should be evaluated 

properly so that it may not lead to criminal 

activities in our country. ERPCA method aids the 

passport sector to make the evaluation for passport 

sanction in an enhanced manner. The overall flow 

of the proposed work is shown in figure. 
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Risk Assessment is done in two levels such as 

primary and secondary and finally the applicants 

are clustered based on the prediction as good (or) 

bad applicant. Here, each applicant who needs a 

passport has to provide their professional details to 

the office. These details are stored in the database 

for further access. The applicant details are to be 

prepared in such a manner suitable for data mining. 

The dataset contains attributes like age, 

employment status, qualification etc.., the details of 

the applicants are collected in the database and the 

segmented based on applicant then the valuable 

attributes are selected using feature extraction. 

 

3.1 Feature Extraction for Passport Dataset 

Data sets for analysis may contain many attributes 

which contains irrelevant data to the mining. 

Though it is possible for a domain expert to pick 

out the essential attribute it may consume time and 
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make the task more difficult. Keeping of irrelevant 

attributes leads to confusion in the mining process 

and also increases the data size. Thus the attributes 

here to be reduced to decreases the size. The main 

goal of this process is to find a minimum set of 

attributes. For reducing computational complexity, 

here feature extraction is done by calculating 

information gain. 

 

 

 

 

 

 

 

 

 

3.2 Rules Formation 

 

 

 

 

 

Passport sector has a different criterion that has to 

be satisfied by the applicant to get the passport. A 

part from the rules created earlier, new rules can 

also be introduced in the method. To receive a 

passport, the applicant has to satisfy particular 

touch stones like correct address proof, police 

clearance etc., The appreciates of these attributes 

are altered based on the criteria’s and user 

information enforced by the applicant. Rule list is 

framed by the sector as shown in the table 
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1 30 Yes PG Yes 

2 35 Yes UG No 

3 25 No PG Yes 

4 20 Yes UG No 

5 40 No SSLC yes 

 

3.3 Risk Assessment and Evaluation 

In order to access a passport, officer should be 

capable of measuring the risk attached to the 

information. Risk assessment is done by measuring 

certain attributes. Risks are separated into the 

categories. Such as Level I and Level II type risk. 

They can be considered as primary and secondary 

risk. The primary risk is calculated by considering 

three attributes such as criminal clearance, Address 

-Proof-Correction. Secondary risk is calculated by 

using the attribute age & qualification. These 

attributes are selected based on the values obtained 

from Infogain. Based on the predicated rules, 

values are assigned for the attributes. 

 

 

3.4 Clustering Technique 

 It groups the set of objects and finds whether there 

is some relationship between the objects. In this 

clustering group of data elements can be long to 

more than one cluster which is associated with each 

element is a set of membership levels. The 

variables are classified as Low, medium and high. 

Based on these three vectors, the data’s are 

clustered.  

 

3.5 Risk prediction 

For passport sanction, threshold value of risk is set 

by the user. Risk is predicted based on this value 

(ie) officer can decide whether to sanction the 

passport or not(i.e) If the percentage of risk for an 

applicant is greater than the threshold value, the 

application is rejected otherwise loan sanctioned. 

Approval and Rejection list are classified based on 

threshold value. 

 

4. EXPERIMENTAL RESULT 

To evaluate the effectiveness of the Risk evaluation 

techniques series of experiment is percolated by 

performance validation. To start off with the 

method, the experimental dataset are generated 

with 1000 applications. Personal information a 

collected from users and verification information 

are collected from corresponding department. This 

information is used to estimate and measure how a 

random variable is able to describe and impact on 

other variable. Figure depicts the number of 

features present before and after extraction process. 

 

 
 

After feature extraction, rules are predicted based 

on primary and secondary levels, percentage of risk 

is calculated. Based on the percentage value for an 

applicant is classified as Low, Medium and high as 

shown in figure 
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CONCLUSION 

Risk assessment is an important task in the passport 

sector. This paper performs the risk evaluation of 

multi-dimensional data dependency on an efficient 

risk prediction. Risk assessment is performed in 

two levels such as primary & secondary for 

enhancing the accuracy of risk computation. The 

method identifiers the risk percentage to determine 

whether the passport can be sanctioned to a 

applicant or not. The clustering algorithm 

categorizes the risk levels as low medium and high 

dependency on the percentage of acquired risk 

values. 
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