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Abstract—The classification tree is commonly used in data mining for investigating interaction among predictors, particularly. The splitting rule and the decision trees technique employ algorithms that are largely based on statistical and probability methods. Splitting procedure is the most important phase of classification tree training. The aim of this study is to compare Gini and Twoing splitting rules in terms of misclassification cost, obtained the optimal balanced trees and the importance of independent variables. This study shows that the results obtained using the Twoing criterion, as it yields a tree that is much more equally balanced than the tree obtained with the Gini criterion. Misclassification rate was slightly different for the two methods (19% using Twoing criterion and 21.2% for the Gini). Using Twoing splitting rule gets more importance level independent variables and the improvement values are higher than the Gini algorithm. All things being considered, the good performance of the Twoing splitting in this study combined with its robustness to get high classification accuracy, tree structure and the importance of independent variables.
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I. INTRODUCTION

Data mining is the process of exploration and analysis, by automatic or semiautomatic means, of large quantities of data in order to discover meaningful patterns and rules [1, 2]. The overall goal of the data mining process is to extract information from a data set and transform it into an understandable structure for future use. Data Mining is about solving problems by analyzing data already present in databases [3-5].

The analysis of Classification tree is one of the main techniques used in Data Mining. This technique is used to predict membership of cases or objects in the classes of a categorical dependent variable from their measurements on predictor variables. Classification trees are a popular tool in applied statistics because their heuristic search approach based on impurity reduction is easy to understand and the interpretation of the output is straightforward [6]. Classification trees readily lend themselves to being displayed graphically, helping to make them easier to interpret than they would be if only a strict numerical interpretation were possible [7].

Classification and Regression Trees (CART) were first introduced by Breiman et al. [8]. CART is a binary decision tree algorithm capable of processing both continuous (Regression Trees) and/or categorical (Classification Trees) predictor and/or target variables. Furthermore, decision tree model results provide clear information on the importance of significant factors for prediction or classification [9]. CART algorithm works recursively: it partitions data into two subsets to make the records in each subset more homogeneous than the previous/alternative subsets; the two subsets are then split again until the homogeneity criterion or some other time-based stopping criteria are satisfied. The same predictor variable may be used several times in the process of growing the decision tree. The ultimate aim of splitting is to determine the right variable associated with the right threshold to maximize the homogeneity of the subgroups/branches [10].

Various criteria have been proposed for selecting the variable used for splitting the data in creating classification trees [11]. Gini and Twoing criterions are known as impurity measurements which are commonly used in classification trees. When using classification trees, the variable used at every node to split the tree affects the performance of the decision tree [12]. The problem of selecting the splitting variable is therefore not trivial. After the variable has been selected the value of the variable that gives the best split is then selected. The objective of classification is to allocate individuals to the correct population with the minimum classification error. Using classification trees this is done so as to arrive at the different classes with the least number of splits with the least misclassification errors.

The model in the classification tree is obtained by recursively partitioning the data space and fitting a simple prediction model within each partition and the
partitioning is concluded visually. Classification Trees are designed for dependent variables that take a finite number of unordered values, with prediction error measured in terms of misclassification cost [13]. Essentially a classification tree consists of three steps. The steps are tree “growing”, “pruning tree” and “obtaining optimal tree” by calculating misclassification and complexity costs.

Recursively partitioning the dependent variable, which is the basic process of tree growing, depends on maximizing purity in two child nodes. The process of classification tree depends on training sample in terms of constructing the decision tree. The training sample involves a set of N cases. The denotation of j point one of the classes and it is written the training sample as follow:

\[ L = \{(x_k,j)|k = 1, \ldots, N\} \] (1)

In the construction process of the decision tree, firstly, a split \((t)\) and a set of associated cases \((Lt)\) are constituted. If the all individuals (or any cases) have the same characteristic features then the cases belong to the same subclass \((j)\), by this way it doesn’t need more work to construct this node. In this manner, it is declared that ‘\(t\)’ is a leaf of the tree. If individuals in \(Lt\) belong more than one subclasses then it ought to be queried that “is \(X_i \leq c\)” in order to split the individuals in \(Lt\) into two parts. If the answer of the question is “yes” then \(t\) will be associated to the left child. But the answer is “no” then \(t\) will be associated to the right child.

To interpret the quality of any split, it ought to be used \(i(t)\) that \(i(t)\) measures the impurity of all the individuals in \(Lt\). If all the individuals belong to just one class then it is seen that \(t\) is a pure node and in this case \(i(t)\) is equal to zero. Failing that, the maximum impurity will be occurred.

To describe \(i(t)\), it is introduced \(p(j|t)\) and an individual in \(Lt\) belongs to subclass \(j\). Note that

\[ \sum_j p(j|t) = 1 \] (2)

The impurity of the Gini which is a typical measure can be expressed as follow;

\[ i(t) = iG(t) = 1 - \sum_j p(j|t)^2 \] (3)

If \(p(j|t)\) are all equal completely then all the individuals belong to one class. To observe a split’s change in terms of impurity, it is used the probabilities \(pL\) and \(pR\). In this case an individual is assigned in \(tL\) or \(tR\). And it is computed as follow:

\[ \Delta i = i(t) - pLi(tL) - pRi(tR) \] (4)

\(\Delta i \geq 0\) means that a split will never increase the total impurity. It can be seen obviously that \(\Delta i \geq 0\) and it means that increasing the total impurity of a split will never be occurred. Applying the Gini impurity function to maximization problem;

\[ \Delta i = i(t) - pLi(tL) - pRi(tR) \] (5)

It will be obtained the following change of impurity measure;

\[ \Delta i(t) = - \sum_{j=1}^J pLj(t)p^2 (j|tL) + pR \sum_{j=1}^J pRj(t)p^2 (j|tR) \]

(see more at http://www.ams.org/samplings/feature-column/fc-2014-12#sthash.zN2Oc2d.dpuf)

Unlike Gini algorithm, Twoing rule will search for two classes that will make up together more than 50% of the data [14]. Twoing splitting rule will maximize the following change-of impurity measure:

\[ \Delta i(t) = \frac{pLpR}{4} [\sum_{j=1}^J pLj(tL)p(j|tL) - pRj(tR)p(j|tR)]^2 \] (6)

Although Twoing splitting algorithm allows to build more balanced trees, this algorithm works slower than Gini algorithm. Gini algorithm will search in learning sample for the largest class and isolate it from the rest of the data. Gini works well for noisy data. The Twoing criterion is often a superior performer on multi-class targets as well as on inherently difficult-to-predict (e.g. noisy) binary targets [15].

As specified before, the main purpose of tree growing is to partition the class into homogeneous subclasses. During the process of tree growing, partitioning the dependent variable to attain optimal purity in each node. By this way, a balanced or a saturated tree will be obtained [16]. In other words, the balanced/saturated tree yields the best fit for the model. Thus, to build a classification model, the data set is generally partitioned into two subsets. One of the subsets is used for training sample and the second subset is used for testing process [17]. Essentially, the purpose of using the training (learning) sample is to split nodes. Besides, the main aim of using testing sample is to compare the cost of misclassification [18]. Higher misclassification will be resulted if the structure of the tree is overly large. So that, overly large tree is “pruned” in the second step in order to reduce the misclassification cost. Removing branches which cause high misclassification is aimed in the pruning process. By this way, it can be obtained a simpler tree by removing increasingly nodes. Fundamentally, the process of the pruning is based on a complexity parameter that this parameter is identified as a cost function. And the tree size is a measure of how much additional accuracy is added to the tree to warrant the additional complexity [19-21]. The pruning process aims to cut off the nodes (or branches) resulting in high misclassification costs. A misclassification cost \(Cji\) defines the relative cost of misclassifying. If the calculation of \(Cji = 0\) then there will not be seen any cost in classifying. To minimize the misclassification cost of all the individuals;
\[ L(t); M(t) = \sum_i C_i P(i|t) \] 

The description of the misclassification cost at node \( t \) aims to minimize:

\[ r(t) = \sum_i C(i|t) P(i|t) \] 

To evaluate the quality of a tree, the total misclassification cost of \( T \) or a leaf of \( T \) should be considered and the influence of \( t \) to the total misclassification can be computed as:

\[ R(t) = r(t) p(t) \]

In Equation 10, \( p(t) \) defines the probability of a class that this class makes unsuccessfully the tree to \( t \).

The last step (optimal tree) is defined as that tree in the pruned sequence that achieves minimum cost on test data. Because test misclassification cost measurement is subject to sampling error, uncertainty always remains regarding which tree in the pruning sequence is optimal. BFOS (Breiman, Friedman, Olshen, and Stone) algorithm recommend selecting the “1 SE” tree that is the smallest tree with an estimated cost within1 standard error of the minimum cost (or “0 SE”) tree [15].

II. MATERIAL AND METHOD

A. Material (data set)

The data set was composed of 2247 university students. There are 12 variables (11 predictors and 1 response) in the model. The score of response variable was obtained from Research Anxiety Scale. The scale of Research Anxiety is composed of 12 items and each item is measured with using five-level Likert scale (1: Strongly disagree 2: Disagree 3: Uncertain 4: Agree 5: Strongly agree). The Research Anxiety Scale is developed by Büyüköztürk [22] and the aim of the scale is to measure university students’ research anxiety level. The response is a binary variable (1: high level anxiety and 2: low level anxiety). While the high score shows a high level of research anxiety of the students, the low score shows a low level of research anxiety. The reliability of Research Anxiety was examined with Cronbach Alfa and the value of Cronbach Alfa was 0.828. This value shows that the reliability of the Research Anxiety Scale is good.

In this study, 11 predictors which they were asked to the students via prepared questionnaire were used. Some of predictors are nominal (dichotomous or multinomial), some of them are ordinal and the rest is continuous variables. The predictors in the model are “gender”, “the department”, “the graduation of the branch from high school (social, science, linguistics etc.)”, “current transcript score”, “the place of the growing up (village, city, small town)”, “the degree of mother’s education (primary, middle, high school, university, etc.)”, “the degree of father’s education (primary, middle, high school, university, etc.)”, “the satisfaction from department”, “the frequency of reading newspaper”, “the section being read from newspaper” and lastly “the number of the books having been read”.

B. Method

As mentioned above, the aim of this study is to compare Gini and Twoing splitting rules. During testing these rules; the misclassification cost, pruned tree to avoid overfitting, obtained the optimal trees and the independent variable importance will be compared in terms of efficiency and predictive ability. The rules of Gini and Twoing algorithms were discussed in introduction section.

The maximum tree depth was selected as up to five and the minimum number of cases was 100 for parent node and the minimum number of cases was 50 for child node. The minimum change in improvement was referred as 0.0001. Impurity measures were Gini and Twoing which was aimed for this study. In Gini, splits are found that maximize the homogeneity of child nodes with respect to the value of the dependent variable. By using Twoing, categories of the dependent variable are grouped into two subclasses. Splits are found that best separate the two groups in Twoing. The splits are all significant at \( \alpha=5\% \).

One of the major topics for classification tree is validation rule. The validation rule is based on estimating risk and basically there are three kinds of validation. These are re-substitution, cross-validation and split-sample validation. Hill and Lewicki [23] and Abdelrahman and Abdel-Hady [24] gave the following measures for risk estimates:

a. Re-substitution estimate: The estimation of Re-substitution is the proportion of individuals or cases which are misclassified by the splitter rule constructed from the data set. Risk estimation using re-substitution is the easiest method, but it usually underestimates the true risk.

b. Test sample estimate: In this method, The total number of all the individuals/cases is partitioned into two subsamples which are \( Z_1 \) and \( Z_2 \). The estimation of the test sample is the proportion of individuals/cases in the subsample \( Z_2 \) which is misclassified by the splitter constituted from the subsample \( Z_1 \). It is a useful way when the data set has a large size for partitioning.
c. V-fold cross-validation measure: The total number of individuals/cases are partitioned into \(v\) subsamples \(Z_1, Z_2, \ldots, Z_v\). And the subsamples of \(Z_1, Z_2, \ldots, Z_v\) has generally almost equal sizes. V-fold cross validation measure is the proportion of individuals/cases in the subsample \(Z\) which are misclassified by the splitter algorithm constituted from the subsample \(Z_1, Z_2, \ldots, Z_v\). It is useful when the data set is too small for partitioning.

Regarding the above information, Test Sample Estimate method was preferred for this empirical study because of large enough for partitioning. 67% of the sample was proportioned for training sample and the rest of the sample (33%) was used for testing sample. Random assignment was used to estimate the risk via Test Sample Estimate. The result of the Test Sample Estimate was confirmed that the value of the risk estimate was the lowest among the other methods (Re-substitution and V-fold cross-validation measure). The detailed results will be given at Results and Discussion section.

The prior probabilities were obtained from the training sample (empirical priors). It is known that the prior probabilities are estimates of the overall relative frequency for each category of the dependent variable prior to knowing anything about the values of the independent (predictor) variables. If the training dataset is a random sample prior probabilities should be obtained from training sample [25]. A membership assigns as follow:

\[
\pi_j = \frac{n_j}{n}
\]  

(11)

for obtaining from the training sample. Whereas, using equal across categories method assigns objects as follow:

\[
\pi_1 = \pi_2 = \frac{1}{2}
\]  

(12)

in terms of membership. The general criterion for assigning classes to nodes is given as follows:

Let:

\(c(i|j)\): Cost of classifying \(i\) as \(j\).

\(\pi(i)\): Prior probability of \(i\).

\(N(i)\): Number of observations in category \(i\) in dataset.

\(N_i(t)\): Number of observations in category \(i\) in node.

Node is class \(i\) if:

\[
\frac{c(j|i)\pi(j)N_{j(t)}}{c(i|j)\pi(j)N_j} > \frac{N_i}{N_j}
\]  

(13)

for all values of \(j\) [24, 26].

III. RESULTS AND DISCUSSION

In this section, it was tested different classification tree induction algorithms in order to identify the best-performing tree structure to predict the anxiety status of Research. Gini and Twoing algorithms were applied to the dataset by defining equal misclassification costs, test sample estimate, obtained prior probabilities from the training sample. And finally, obtained tree structures from these algorithms (Gini, Twoing) were scrutinized not only in terms of the depth of the relationship between the predictors and the dependent variable but also the level of the independent variable importance.

Normally, the dependent variable which is the score of Research Anxiety was a continuous variable. It was thought that does a student have an anxiety or not? So, the dependent variable was transformed to a binary type (high anxiety or low anxiety). Two-Step Cluster analysis was used to convert continuous variable to binary form. The findings of the cluster analysis were given in Table I:

<table>
<thead>
<tr>
<th>Clusters</th>
<th>Size</th>
<th>Mean</th>
<th>Std. Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>971 students (43.2%)</td>
<td>48.23 (high anxiety)</td>
<td>5.06</td>
</tr>
<tr>
<td>2</td>
<td>1276 students (56.8%)</td>
<td>33.17 (low anxiety)</td>
<td>4.38</td>
</tr>
</tbody>
</table>

The distribution of the Cluster 1 (high anxiety) and the Cluster 2 (low anxiety) have been shown in Table I.

After processing of the cluster analysis, the main aim of the study was modeled and the estimation of the relationship between the independent variables and the dependent variable was examined by using Gini and Twoing rules separately (comparatively) in terms of performance and predictive ability.

A. Result of Ginisplitting

Gini rule was used to split into groups based on values of all independent variables. The tree diagram (Figure 1) shows tree construction based on the entire sample of 2247 cases, Test Sample Estimate 0.05 adjustment of the probabilities, a minimum parent node size of 100, a minimum child nodes size of 50 and equal misclassification costs. 67% of the sample was proportioned for the training sample and the rest of the sample (33%) was used for the testing sample. Random assignment was used to estimate the risk via Test Sample Estimate. Lastly, to construct the sub-tree with the smallest risk (to avoid overfitting), maximum difference in risk (in standard errors) was entered as zero.

There are totally 11 nodes that consist of 6 terminal nodes and the first node placed in the tree is root node. The first independent variable (department) splitted the root node into two child nodes (Primary School Education, Science Education, Turkish Education, etc.); (Divinity Education, Theology, Literature, Philosophy, Sociology, etc.). The improvement value of this classification is 0.183, which is significant at \(\alpha = 5\%\). The second classifier was "the number of the
books having been read" which was splitted by Node 2. "the number of the books having been read" independent variable was splitted into two sub-child nodes (Node 5 and Node 6): Less than between 50 and 75 books and upper than 50-75 books with 0.007 value of improvement. Node 1 which was splitted by Department discriminator node was splitted into two child nodes (Node 3 and Node 4; transcript score): less than 3,025 and upper than 3.025, with 0.001 improvement value. Node 3 (transcript) was splitted into two child nodes (department): "Primary School Education, Science Education, Turkish Education, Social Science Education (Node 7)" and "Preschool Education, Maths Science (Node 8)". with 0.001 improvement value. Node 6 was splitted into two sub-child nodes (the section being read from newspaper): "News, Scientific article (Node 9)" and "Sport, Magazine, Fortune Prediction, others (Node 10)", with 0.003 improvement value. Table II shows the prior probabilities of the clusters.

![Classification tree with Gini splitting](image)

As mentioned before, the prior probabilities were obtained from the training sample. The classification accuracy and the classification risk were given in Table III and Table IV below.

![Table II](image)

<table>
<thead>
<tr>
<th>Research Anxiety</th>
<th>Prior Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.426</td>
</tr>
<tr>
<td>2</td>
<td>0.574</td>
</tr>
</tbody>
</table>

![Table III](image)

<table>
<thead>
<tr>
<th>Sample</th>
<th>Estimate</th>
<th>Std.Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training</td>
<td>0.212</td>
<td>0.010</td>
</tr>
<tr>
<td>Test</td>
<td>0.212</td>
<td>0.015</td>
</tr>
</tbody>
</table>

![Table IV](image)

<table>
<thead>
<tr>
<th>Sample</th>
<th>Observed</th>
<th>Predicted</th>
<th>Percent Correct</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observed</td>
<td>1</td>
<td>2</td>
<td>611</td>
</tr>
<tr>
<td>2</td>
<td>279</td>
<td>609</td>
<td>68.6%</td>
</tr>
<tr>
<td>Overall</td>
<td>57.5%</td>
<td>42.5%</td>
<td>78.8%</td>
</tr>
</tbody>
</table>

![Table V](image)

<table>
<thead>
<tr>
<th>Sample</th>
<th>Observed</th>
<th>Predicted</th>
<th>Percent Correct</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observed</td>
<td>1</td>
<td>2</td>
<td>283</td>
</tr>
<tr>
<td>2</td>
<td>120</td>
<td>268</td>
<td>69.1%</td>
</tr>
<tr>
<td>Overall</td>
<td>57.7%</td>
<td>42.3%</td>
<td>78.8%</td>
</tr>
</tbody>
</table>
The misclassification rate (risk Test Sample Estimate-split sample) is 0.212 for training sample (with 0.010 standard error) and 0.212 for test sample with 0.015 standard error. The training sample of the classification accuracy prediction is 78.8% (overall percentage), with 92.6% of sensitivity and 68.6% of specificity. The test sample of the classification accuracy prediction is 78.8% (overall percentage), with 91.0% of sensitivity and 69.1% of specificity.

The normalized importance of the independent variables in the classification was given in Table V and Figure 2.

### Table V

<table>
<thead>
<tr>
<th>Independent Variable</th>
<th>Importance</th>
<th>Normalized Importance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Department</td>
<td>0.184</td>
<td>100%</td>
</tr>
<tr>
<td>The graduation of the branch from high school</td>
<td>0.013</td>
<td>6.8%</td>
</tr>
<tr>
<td>The number of the books having been read</td>
<td>0.007</td>
<td>3.7%</td>
</tr>
<tr>
<td>The satisfaction from department</td>
<td>0.005</td>
<td>2.8%</td>
</tr>
<tr>
<td>The section being read from newspaper</td>
<td>0.005</td>
<td>2.6%</td>
</tr>
<tr>
<td>The degree of mother's education</td>
<td>0.002</td>
<td>1.3%</td>
</tr>
<tr>
<td>Current transcript score</td>
<td>0.002</td>
<td>1.2%</td>
</tr>
<tr>
<td>The degree of father's education</td>
<td>0.001</td>
<td>0.6%</td>
</tr>
<tr>
<td>Gender</td>
<td>0.000</td>
<td>0.1%</td>
</tr>
<tr>
<td>The frequency of reading newspaper</td>
<td>2.156E-6</td>
<td>0.0%</td>
</tr>
</tbody>
</table>

The most importance independent variable is "department", with 0.184 importance value. Although Gini measure hasn't met "the graduation of the branch from high school" independent variable as a splitter, Table V shows that the predictor of "the graduation of the branch from high school" has an importance effect on the dependent variable, with 0.013 importance level. However, the importance level of the transcript score predictor is low but this predictor is obtained as a splitter by using Gini measure. "The number of the books having been read" independent variable has been attained not only as a splitter but important (with 0.007 value of importance). The other independent variables can be interpreted with examining Table V.

### B. Result of Twoingsplitting

Splits are found that maximize the homogeneity of child nodes with respect to the value of the dependent variable in Gini measure. Unlike Gini, categories of dependent variable are grouped into two classes and splits are found that best separate the two groups by using Twoing measure. The prior probabilities, the validation rule (Test Sample Estimate-split sample) and the other adjustments which were set for Gini, all these adjustments were the same for Twoing measure too. The findings of the Gini and the Twoing algorithms will be compared in terms of tree constructions, prior probabilities, misclassification costs, independent variables importance. By this way, this study will reveal the performance of Gini and Twoing and this study also will illuminate researchers in order to select better one (Gini or Twoing) for their researches.

The tree construction via Twoing splitting algorithm was shown in Figure 3. Unlike the findings of the Gini, the Twoing yielded 7 nodes that consisted of 4 nodes and the first node placed in the tree is root node.

Similarly, the first independent variable is "department" of the students. And this independent variable splitted the root node into two child nodes (Primary School Education, Science Education, Turkish Education, etc.): (Divinity Education, Theology, Literature, Philosophy, Sociology, etc.). The improvement value of this classification is 0.340 and apparently this value is bigger than the Gini's finding (0.183). The second classifier is "the number of the books having been read" which is splitted by Node 2, with 0.016 improvement value. This value is 0.007 for the Gini's growth tree and apparently the Twoing's improvement is bigger than the Gini's. The Node 4 which is yielded by Node 2 constituted two child nodes, with 0.008 improvement value.

Comparing Gini's and Twoing's tree construction, it can clearly be observed that the constructions of the two trees are so different from each other in terms of importance of independent variables and improvement values. Table VI shows the prior probabilities of the clusters.

<table>
<thead>
<tr>
<th>Research Anxiety</th>
<th>Prior Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.434</td>
</tr>
<tr>
<td>2</td>
<td>0.566</td>
</tr>
</tbody>
</table>
Like the Gini, prior probabilities were obtained from the training sample in the Twoing process. The classification accuracy and the classification risk were given in Table VII and Table VIII below.

Like the Gini, prior probabilities were obtained from the training sample in the Twoing process. The classification accuracy and the classification risk were given in Table VII and Table VIII below.

### Table VII

**The Prediction of the Classification Accuracy for Twoing Criterion**

<table>
<thead>
<tr>
<th>Sample</th>
<th>Observed</th>
<th>Predicted</th>
<th>Percent Correct</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Training</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Observed</td>
<td>1</td>
<td>2</td>
<td>91.0%</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>281</td>
<td>67.7%</td>
</tr>
<tr>
<td>Overall</td>
<td>57.8%</td>
<td>42.2%</td>
<td>77.8%</td>
</tr>
<tr>
<td><strong>Test</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Observed</td>
<td>1</td>
<td>288</td>
<td>94.4%</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>118</td>
<td>71.0%</td>
</tr>
<tr>
<td>Overall</td>
<td>57.0%</td>
<td>43.0%</td>
<td>81.0%</td>
</tr>
</tbody>
</table>

### Table VIII

**Twoing’s Risk Estimates of the Training and the Test Samples**

<table>
<thead>
<tr>
<th>Sample</th>
<th>Estimate</th>
<th>Std.Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training</td>
<td>0.222</td>
<td>0.011</td>
</tr>
<tr>
<td>Test</td>
<td>0.190</td>
<td>0.015</td>
</tr>
</tbody>
</table>

Fig. 3. Classification tree with Twoing splitting.
The misclassification rate (risk Test Sample Estimate-split sample) is 0.222 for the training sample (with 0,011 standard error) and 0.190 for the test sample with 0,015 standard error. The training sample of the classification accuracy prediction is 77,8% (overall percentage), with 91,0% of sensitivity and 67,7% of specificity. The test sample of the classification accuracy prediction is 81% (overall percentage), with 94,4% of sensitivity and 71,0% of specificity. Comparing Table III–VI and Table IV–VII, it will be noticed that the result of the Twoing (especially for Test Sample) is more accuracy than the Gini’s result in terms of classification accuracy and the risk estimate. On the other hand, the error rate of the Twoing criterion is lower than the Gini’s. It means that the findings of Twoing are more robust and reliable in terms of classification accuracy. By this way, it can be said that the tree construction of the Twoing splitting is more reliable and realistic than the Gini’s. The normalized importance of the independent variables in the classification (Twoing’s criterion) was given in Table IX and Figure 4.

<table>
<thead>
<tr>
<th>Independent Variable</th>
<th>Importance</th>
<th>Normalized Importance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Department</td>
<td>0,350</td>
<td>100%</td>
</tr>
<tr>
<td>The graduation of the branch from high school</td>
<td>0,031</td>
<td>9,0%</td>
</tr>
<tr>
<td>The number of the books having been read</td>
<td>0,016</td>
<td>4,6%</td>
</tr>
<tr>
<td>The satisfaction from department</td>
<td>0,007</td>
<td>2,0%</td>
</tr>
<tr>
<td>The section being read from newspaper</td>
<td>0,004</td>
<td>1,3%</td>
</tr>
<tr>
<td>The degree of mother’s education</td>
<td>0,003</td>
<td>0,8%</td>
</tr>
<tr>
<td>Current transcript score</td>
<td>0,001</td>
<td>0,4%</td>
</tr>
</tbody>
</table>

Fig. 4. The importance of the independent variables

The most importance independent variable was "department", with 0,350 importance value. Although Twoing measure hasn't met "the graduation of the branch from high school" independent variable as a splitter, Table IX shows that the predictor of the graduation of the branch from high school has an importance on the dependent variable, with 0,031 importance level. "The number of the books having been read” independent variable has been attained not only as a splitter but also important (with 0,016 value of importance). The other independent variables can be interpreted with examining Table IX.

Comparing the results of Twoing and Gini criterions in terms of the independent variable importance; Twoing splitting method can attain higher normalized importance percentage than the Gini's method. Having the higher importance percentage is meant the higher reliability and productivity. Overall, the performance of the Twoing is better than the Gini in terms of the predictive ability, the risk estimate and the robust tree construction.

IV. CONCLUSION

Splitting methods in classification tree are critical to reliable results and should be evaluated separately to determine optimum performance of classification methods [27]. Also, splitting procedure is the most important phase of classification tree training [28]. The Gini and the Twoing splitting methods were applied to research anxiety data of 2247 students in Turkey. The dependent variable has a binary form of research anxiety score {1= high anxiety, 2= low anxiety}. The two splitting methods produced different classifiers. However, misclassification rate was slightly different for the two methods (19% using Twoing criterion and 21,2% for the Gini). Especially, the importance of independent variables was so different. Using Twoing splitting rule gets more importance level and the values of improvement level are higher than Gini algorithm.

The main strength of tree-structured classification is that it provides understanding and insight of the data [29]. More insight can be obtained by using Twoing splitting criteria when compared with the Gini. Shih [30] tested families of splitting criteria (compared Chi-squared, Entropy and Gini criteria) and the results of Chi-squared and Entropy were slightly better than Gini in terms of accuracy of classification and strength of tree-structured. In this study, the accuracy of classification tree produced by Twoing is even better than that obtained by the Gini criterion.

Zambon et al. [31] compared the performance of splitting rule on image processing. The result of this study indicated that the Gini splitting is more appropriate rule than Twoing splitting rule for image classification. For image classification, the result hasn’t proved our findings. According to our findings, Twoing splitting rule is better than the Gini in terms
of classification accuracy, tree structure and importance level of independent variable. But for image processing, Zambon's et al. [31] study proved that the Gini is better than Twoing rule in terms of classification, the opposite to our findings.

In a theoretical study of the Gini and Twoing splitting rules, Breiman [32] concludes that all criteria should produce similar results when the number of values of the dependent variable is small. Hamza and Larocque [33] examined an empirical comparison of Twoing and Gini rules and this study indicated that the difference between the Gini and Twoing rules was negligible. Even so, the performance of Twoing was slightly better than the Gini rule [33]. Another empirical study shows that the results obtained using the Twoing criterion, as it yields a tree that is much more equally balanced than the tree obtained with the Gini criterion. This observation can be attributed to the fact that the Twoing criterion seeks for splits that are roughly equal in size and Twoing is better for multi-class dependent variables than Gini [34].

In general, exclude some special situations (such as image processing studies), a lot of studies [15, 35, 36] show that the Twoing splitting criteria is better than the Gini in terms of some aspects (such as misclassification error). Although the Twoing splitting rule allows us to build more balanced trees, this algorithm works more slowly than the Gini rule; for example, if the total number of classes is equal to C, then we will have 2C−1 possible splits [36].

The splitting rule and the decision trees technique employ algorithms that are largely based on statistical and probability methods. The splitting rule is essentially the heart of the transformation process from Data to Information [37]. To reveal the relationship between dependent and independent variables, choosing splitting rule is too vital. To conclude, all things being considered, the good performance of the Twoing splitting in this study combined with its robustness to get high classification accuracy, balanced tree structure and the importance of independent variables.
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