A Comparative Study of Data Mining Classification Techniques using Lung Cancer Data
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Abstract.—Now-a-days the most important cause of death for both men and women is the cancer Lung Cancer is a disease of uncontrolled cell growth in tissues of the lung. Detection of Lung Cancer in its early stage is the key of its cure. Data classification is an important task in KDD (knowledge discovery in databases) process. It has several potential applications. The performance of classifiers is strongly dependent on the data set used for learning. It leads to better performance of the classification models in terms of their predictive or descriptive accuracy, diminishing of computing time needed to build models as they learn faster, and better understanding of the models. In this paper, a comparative analysis of data classification accuracy using lung cancer data in different scenarios is presented. The predictive performances of popular classifiers are compared quantitatively.
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1.Introduction

Data and information have become major assets for most of the organizations[1,4]. The success of any organisation depends largely on the extent to which the data acquired from business operations is utilised. In other words, the data serves as an input into a strategic decision making process, which could put the business ahead of its competitors[16]. Also, in this era, where businesses are driven by the customers, having a customer database would enable management in any organization to determine customer behaviour and preference in order to offer better services and to prevent losing them resulting better business[13,14].

Data mining is considered to be an emerging technology that has made revolutionary change in the information world. The term `data mining' (often called as knowledge discovery) refers to the process of analysing data from different perspectives and summarizing it into useful information by means of a number of analytical tools and techniques, which in turn may be useful to increase the performance of a system[3,7]. Technically, “data mining is the process of finding correlations or patterns among dozens of fields in large relational databases”. Therefore, data mining consists of major functional elements that transform data onto data warehouse, manage data in a multidimensional database, facilitates data access to information professionals or analysts, analyze data using application tools and techniques, and meaningfully presents data to provide useful information.

2.TECHNIQUES AND ALGORITHMS

Researchers find two important goals of data mining: prediction and description. First, the Prediction is possible by use of existing variables in the database in order to predict unknown or future values of interest. Second the description mainly focuses on finding patterns describing the data the subsequent presentation for user interpretation. The relative emphasis of both prediction and description differs with respect to the underlying application and technique.
2.1 Classification: Classification is the most commonly applied data mining technique, which employs a set of pre-classified examples to develop a model that can classify the population of records at large. Fraud detection and credit risk applications are particularly well suited to this type of analysis[2]. This approach frequently employs decision tree or neural network-based classification algorithms. The data classification process involves learning and classification[2,17]. In Learning the training data are analyzed by classification algorithm. In classification test data are used to estimate the accuracy of the classification rules. If the accuracy is acceptable the rules can be applied to the new data tuples[5,6]. For a fraud detection application, this would include complete records of both fraudulent and valid activities determined on a record-by-record basis. The classifier-training algorithm uses these pre-classified examples to determine the set of parameters required for proper discrimination. The algorithm then encodes these parameters into a model called a classifier. Some well-known classification models are:

a) Classification by decision tree induction  
b) Bayesian Classification  
c) Neural Networks  
d) Support Vector Machines (SVM)

2.2 Clustering: Clustering is a technique for identification of similar classes of objects. By using clustering techniques we can further identify dense and sparse regions in object space and can discover overall distribution pattern and correlations among data attributes. Classification approach can also be used for effective means of distinguishing groups or classes of object but it becomes costly so clustering can be used as preprocessing approach for attribute subset selection and classification. For example, to form group of customers based on purchasing patterns, to categories genes with similar functionality. Some commonly used clustering methods are:

a) Partitioning Methods  
b) Hierarchical Agglomerative (divisive) methods  
c) Density based methods  
d) Grid-based methods  
e) Model-based methods

2.3 Association rules

An Association Rule is a rule of the form milk and bread =>butter, where ’milk and bread’ is called the rule body and butter the head of the rule. It associates the rule body with its head.In context of retail sales data, our example expresses the fact that people who are buying milk and bread are likely to buy butter too. This association rule makes no assertion about people who are not buying milk or bread.We now define an association rule:Let D be a database consisting of one table over n attributes {a1, a2, . . . , an}. Let this table contain k instances.The attributes values of each ai are nominal1. In many real world applications (such as the retail sales data) the attribute values are even binary (presence or absence of one item in a particular market basket)[8,9]. In the following an attribute-value-pair will be called an item. An item set is a set of distinct attribute-value pairs.Let d be a database record. d satisfies an item set X _ {a1, a2, . . . , an} if X _ d.An association rule is an implication X ) Y where X, Y _ {a1, a2, . . . , an}, Y 6= ; and X \ Y = ;.The support s(X) of an item set X is the number of database records d which satisfy X.Therefore the support s(X ) Y ) of an association rule is the number of database records that satisfy both the rule body X and the rule head Y . Note that we define the support as the number of database records satisfying X \ Y , in many papers the support is defined as s(X|Y ) k . They refer to our definition of support as support count.The confidence c(X ) Y of an association rule X ) Y is the fraction c(X ) Y ) = s(X|Y ) s(X) .From a logical point of view the body X is a conjunction of distinct attribute-value-pairs.
and the head $Y$ is a disjunction of attribute-value-pairs where $X \setminus Y = \emptyset$. Coming back to the example a possible association rule with high support and high confidence would be $i_1 \rightarrow i_2$ whereas the rule $i_1 \rightarrow i_3$ would have a much lower support value.

### 2.4 Class association rules

The use of association rules for classification is restricted to problems where the instances can only belong to a discrete number of classes. The reason is that association rule mining is only possible for nominal attributes. However, association rules in their general form cannot be used directly. We have to restrict their definition. The head $Y$ of an arbitrary association rule $X \rightarrow Y$ is a disjunction of items. Every item which is not present in the rule body may occur in the head of the rule. When we want to use rules for classification, we are interested in rules that are capable of assigning a class membership. Therefore we restrict the head $Y$ of a class association rule $X \rightarrow Y$ to one item. The attribute of this attribute-value-pair has to be the class attribute. According to this, a class association rule is of the form $X \rightarrow a_i$ where $a_i$ is the class attribute and $X \subseteq \{a_1, \ldots, a_{i-1}, a_{i+1}, \ldots, a_n\}$.

The Apriori algorithm [8,14] has become the standard approach to mine association rules. We have adapted it to mine class association rules in the way explained by Liu et al. [9,13]. The second algorithm, Predictive Apriori, has been recently proposed by Scheffer [10,12]. Both algorithms have their first step in common. They generate frequent item sets in the same way. An item set is called frequent when its support is above a predefined minimum support.

### 3. Experimental Study and Analysis

#### 3.1 WEKA Tool

We use WEKA (www.cs.waikato.ac.nz/ml/weka/), an open source data mining tool for our experiment. WEKA is developed by the University of Waikato in New Zealand that implements data mining algorithms using the JAVA language. WEKA is a state-of-the-art tool for developing machine learning (ML) techniques and their application to real-world data mining problems. It is a collection of machine learning algorithms for data mining tasks. The algorithms are applied directly to a dataset. WEKA implements algorithms for data pre-processing, feature reduction, classification, regression, clustering, and association rules. It also includes visualization tools. The new machine learning algorithms can be used with it and existing algorithms can also be extended with this tool.

#### 3.2 Dataset Description

We performed computer simulation on a lung cancer dataset available UCI Machine Learning Repository [11,15]. The features describe different factors for cancer recurrence. The dataset contains 768 instances shown as no recurrence-events while 85 instances as recurrence-events.
3.3 Results Analysis

We run selected classifiers in different scenarios of the dataset.

**Classifier Performance**

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Confusion Matrix</th>
<th>Avg. Precision</th>
<th>Avg. Recall</th>
<th>Avg. F-Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>NB</td>
<td>a b</td>
<td>0.625</td>
<td>0.556</td>
<td>0.590</td>
</tr>
<tr>
<td>MULTILAYER PERCEPTRON</td>
<td>a b</td>
<td>0.375</td>
<td>0.333</td>
<td>0.354</td>
</tr>
<tr>
<td>1Bk</td>
<td>a B</td>
<td>0.429</td>
<td>0.333</td>
<td>0.381</td>
</tr>
<tr>
<td>J48</td>
<td>a B</td>
<td>0.667</td>
<td>0.444</td>
<td>0.555</td>
</tr>
</tbody>
</table>

**CONCLUSION**

In this paper we conducted an experiment to find the impact of lung cancer data on the predictive performance of different classifiers. We select five popular classifiers considering their qualitative performance for the experiment.

After analysing the quantitative data generated from the computer simulations, we find that the general concept of improved predictive performance of all above classifiers but 1Bk performance is not significant.
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